
241ISSN 2041-679210.4155/CLI.13.7 © 2013 Future Science Ltd

Clin. Invest. (2013) 3(3), 241–250

The problem of handling missing data in clinical trials is discussed, 
particularly in the light of two recent publications associated with the US 
and European regulators. The importance of assessing methods in the 
light of the target of the analysis – the estimand – is emphasized, and two 
types of estimand, de jure and de facto, are introduced. A key distinction 
is made between analyses in which missing data are ‘defined away’ and 
in which they represent a nuisance to be accommodated. The role of 
sensitivity analysis, which is acknowledged to play a major role in this 
setting, is considered. Finally, the recent recognition of the importance of 
collecting outcome data following protocol deviations is touched upon.
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There is a long history of debate, not always constructive, among those involved 
in clinical trials about the appropriate way to deal with the ubiquitous problem of 
missing data. The debate has a distinctive tenor that stems from the fact that this is a 
problem that cannot have a definitive solution. When data are missing, any analysis 
that purports to produce nontrivial conclusions must rest on assumptions that cannot 
be wholly assessed from the data at hand. It is this author’s view that the discussion 
around the subject has matured greatly in recent years; in particular, there have been 
two significant publications associated with the regulators in the USA and in Europe. 
In 2010, the US National Research Council (NRC) produced a report on the handling 
of missing data at the behest of the US FDA [1]. This was jointly written by a panel of 
leading international experts in the area, chaired by Rod Little. The coverage of the 
report is extensive, and provides a set of 18 key points, most of which will be echoed in 
the following. Several publications have appeared, and will be appearing in the future, 
that review, explore and develop the main themes in the report [2–5]. At around the 
same time, the European regulators produced their own set of guidelines [6]. Although 
comments were invited on a draft of this document, in contrast to the NRC report, 
this was written by the regulators themselves. While very different in style and con-
tent, the two documents do share some important themes to which we return below, 
in particular the need for appropriate sensitivity analysis and the importance of the 
collection of data following withdrawal. The NRC report reflects to a great extent, 
and the European Medicines Agency guidelines to a somewhat lesser degree, the 
change in the nature of the debate surrounding missing data that has been seen over 
the last few years. It has become clear that a key element of the rational consideration 
of alternative methods of analysis must depend on an unambiguous statement of the 
aims of the analysis. So increasing effort has gone into clarifying the analysis aims, 
and this is reflected in this review. The opening sections focus on matters of definition 
of the main concepts and terms to be used and on making distinctions among these. 
Only when these are in place are we in a position to make a constructive comparison 
of potential approaches. To summarize, what we see in this review is the framing of 
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the problem of handling missing data, which has evolved 
greatly over the last few years, alongside that of specific 
statistical technicalities. This will be reflected in what 
follows, where much of the discussion will be concerned 
with formulating appropriate definitions and questions 
rather than particular details of statistical methodology. 
References for the latter reach back over 25 years, and 
remain highly relevant.

To begin with, we need to be clear by what is meant 
by a ‘missing value’. The definition to be used now is 
close, but not identical, to that used in the NRC report. 
A missing value will be taken to mean an observation 
the value of which is required for the target of a particu-
lar statistical analysis, and it is noted here that this does 
not coincide with the more usual definition of a missing 
value as an observation that was not collected but had 
the potential to be. This rather loose definition will be 
tightened below when the concept on an estimand is 
introduced. An immediate implication of this is that we 
cannot even be clear about what is missing until we are 
clear about the aims of the analysis. Note that this will, 
of course, depend greatly on the aims of the trial, but 
the same trial can support different aims and hence dif-
ferent analyses, with the implication that what is miss-
ing for one analysis may not be missing for another. 
Given this, the focus here will be on missingness caused 
by dropout (variously described as withdrawal, loss to 
follow up, or attrition). This concept will be clarified 
further below. Typically this is the main source of miss-
ing data in the longitudinal trial setting, particularly 
given that the primary end point for analysis is nearly 
always a comparison at some given time at, or near, 
the end of the trial period. It is assumed that all base-
line measurements and covariates are fully observed. 
We also note that death will only rarely be a source of 
missing data in the sense meant here. The issues raised 
by deaths that cannot definitively be separated from 
the outcome under investigation are rather different to 
those typically handled under the heading of missing 
data; see for example [7]. An exception to this would be 
an occurrence such as a purely accidental death, which 
would anyway be expected to be rare.

This brings us to a further and vital distinction. It is 
very common in practice for the trial outcome itself to 
be defined by the occurrence of dropout/withdrawal. 
This may be done directly, such as in the situation 
with a binary success/failure outcome, in which with-
drawal is defined as a treatment failure and assigned a 
score of zero. There are many variations on this theme, 
with potentially quite complex rules governing these 
definitions. The outcome may be also be defined jointly 
in terms of withdrawal and the response variable; an 
example of this is the so-called last observation ana-
lyzed (LOA) in which the outcome for a subject is the 

most recent value obtained before dropout/withdrawal. 
It is noted in passing that an LOA-based analysis is 
arithmetically identical to that based on the so-called 
Last Observation Carried Forward (LOCF); it is the 
interpretation that differs. In such examples the miss-
ing data have been defined away; that is, there are no 
missing data. The goal of the analysis is expressed in 
terms of these defined outcomes and so the problem has 
moved away from one of handling missing data to one 
of the appropriate clinical interpretation of the given 
outcomes. For a discussion of these and related issues 
see [8]. As we are concerned here with the problem of 
handling missing data, minimal consideration is given 
to methods in which these are eliminated through defi-
nition, and we focus rather on those settings in which 
we can regard missing data as a nuisance to be accom-
modated in the sense that the ideal analysis would be 
based on a complete set of data collected under the 
required conditions.

The missing value literature is huge, and it is impos-
sible to accommodate more than a fraction within this 
article. Much that is, at the moment, largely of technical 
interest only within the statistical community has been 
omitted, with a few pointers given to potentially impor-
tant areas. Of the remaining work, this article reflects 
the author’s views on first, the important recent develop-
ments in the two key regulatory publications described 
above and, second, on areas of development in which 
the author has been involved to a greater or lesser extent. 
For statistical methodology that is now well established, 
reference has been made to standard texts and many 
further references can be found in these if the reader 
wishes to follow up details, or pursue particular avenues 
that are only touched on here. 

The estimand & protocol deviations
We have seen above that the definition of missing value 
depends on the aims of the statistical analysis. The NRC 
report encapsulates this in the so-called estimand. This 
is defined as a property of the population that the trial 
is known or assumed to target, and refers to a quantity 
that reflects the differential effect of given treatment 
regimes. The estimand is assumed to reflect in a mean-
ingful way the clinical goals of the trial and analysis. It 
can be viewed in terms of something to be estimated, 
or something on which a statistical test is to be con-
ducted. Most importantly, the definition of the esti-
mand remains the same whether or not there are missing 
data. When an analysis is constructed, the estimand is 
the target, and the success or otherwise of the analysis 
is judged in terms of its ability to make valid inferences 
about this target and, crucially, about the assumptions 
that are needed for such validity to hold. To clarify 
this, we distinguish two types of estimand, following 
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closely the development and terminology in [9]. We call 
these de jure and de facto estimands. A de jure estimand 
is one that compares the effects of treatments that are 
taken strictly according to the protocol, while a de facto 
estimand compares the effects of the treatments actually 
taken, irrespective of randomized treatment. Note that 
the former may well be counter-factual such as when 
some subjects cannot tolerate a treatment. These two 
estimands are clearly connected to the commonly used 
terms ‘pre-protocol’ (PP) and ‘intention to treat’ (ITT), 
but it is important not to confound them. De jure and 
de facto are definitions of estimands, in themselves they 
are not methods of estimation or analysis, while PP and 
ITT typically refer to groups of patients (possibly all) in 
a trial, and partly define what analysis is to be used. It 
is this disjunction between the meaning of commonly 
used terms like ITT, and the meaning of an estimand, 
together with the ambiguity in the use of ITT and PP 
(see for example [10]), that prompted Carpenter et al. to 
introduce these new terms [9]. 

We can link this definition of a de facto estimand to 
the original National Academy of Sciences report where 
we have the following statement [1]:

“…confirmatory clinical trials should estimate the 
effect of the experimental intervention in the population 
of patients with greatest external validity and not the effect 
in the unrealistic scenario where all patients receive treat-
ment with full compliance to the treatment schedule and 
with a complete follow up as per protocol.” 

If all intended observations in a trial were made, then 
it would be possible to estimate a de facto estimand in an 
unambiguous way; all the data needed to estimate the 
estimand would then be available. The same is not true 
for a de jure estimand. Suppose, however, that some sub-
jects depart from their randomized treatment. Even if all 
the data were collected, we would not have a similarly 
unambiguous estimate. For this we would need data 
that we do not have. In this situation, all data follow-
ing a protocol deviation would be missing as far as the 
de jure estimand is concerned, even though we do have 
observations for all patients at all visits. More generally 
we use the term protocol deviation, or just deviation, 
for any departure from the protocol. Examples are loss 
to follow up with no further information obtained, 
withdrawal from the study treatment, and so on. 

The key points so far can be summarized as follows:

■■ We cannot separate the handling of missing data from 
the particular estimand under consideration;

■■ Observations are defined as missing if they are not 
obtained under the conditions required for the given 
estimand; 

■■ Analyses with missing data incorporate implicitly or 
explicitly the assumed statistical behavior of the 

missing data, in the light of what has been observed. 
One consequence of this is that any analysis that 
addresses a particular estimand when data are missing 
must incorporate information about the treatment 
taken (assumed or known) following deviations.

Broadly, the problem of handling missing data can-
not be separated from the assumptions about the treat-
ments taken. Any analysis that purports to target an 
estimand without making such assumptions explicit 
must be doing so implicitly. The paper by Little and 
Yau is an early recognition of these points [11], whilst 
more recently, there has been recognition of this and 
developments based on it [9,12–15].

Missing data mechanisms
Much writing on the handling of missing data has taken 
as its framework the classification of missing data mecha-
nisms introduced by Rubin (1976) [16]. Here we intro-
duce this framework with sufficient detail for its use in 
this review, but avoiding an exhaustive development. 
The aim is to show how the previous discussion of de jure 
and de facto estimands fits into this framework, and to 
allow reference to the mechanisms below when these are 
needed. We express these classes in terms of dropout, but 
could equally well refer to a protocol deviation that gen-
erates missing data in the sense used above. Data are said 
to be missing completely at random (MCAR) if the prob-
ability of a subject dropping out in an interval between 
two measurement occasions does not depend on any 
observations from that subject either already collected, 
or that might be collected in the future. In the dropout, 
or monotone setting, data are said to be ‘missing at ran-
dom’ (MAR) if, having allowed for any observed obser-
vations in the past, including baseline covariates and 
treatment taken (together called the subject’s history at 
this time), the probability of dropout does not depend on 
future observations. An alternative, and arguably more 
accessible, way of saying the same thing is that, given a 
subject’s history, the statistical behavior of future obser-
vations is the same whether the subject drops out or not. 
Formally, by ‘statistical behavior’ we mean the condi-
tional distribution of the observations given the history. 
Finally, missing not at random (MNAR) corresponds to 
all cases that are not MCAR or MAR: given a subject’s 
history, the statistical behavior of future observations 
would not be the same if the subject continued com-
pared with the behavior that would occur if the subject 
dropped out. Most importantly, in nearly all cases, the 
data under analysis cannot distinguish between MAR 
and MNAR, because this depends on the behavior of the 
unseen data. One exception to this occurs when subjects 
are withdrawn because their observations have drifted 
beyond prescribed limits. This is a special case of MAR, 
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sometimes called deterministic MAR [17].
MCAR implies random dropout in the intuitive 

sense: the subjects remaining at the end of the trial, 
sometimes called the completers, are a genuine random 
sample of those who started, and any analysis valid for 
the full data set would be valid for those who remain. 
There is of course loss of efficiency due to the consequent 
reduction in sample size. Unfortunately, MCAR is usu-
ally a very implausible assumption for at least some of the 
subjects in a trial. Formally, the MCAR assumption can 
be assessed (e.g., rejected) using the observed data [12,13]. 

MAR occupies a very special position in the miss-
ing data setting, not because it is especially plausible, 
but because it is in a certain sense a minimal assump-
tion under which analyses can be constructed in which 
the actual missing data mechanism can be ignored, or 
in which the mechanism can be estimated from the 
observed data and so incorporated explicitly, leading 
in both cases to valid conclusions, given of course that 
the models used in the analysis are correct. One of the 
most important ways in which MAR is exploited in 
a statistical analysis follows from the definition stated 
earlier: ‘given a subject’s history, the statistical behavior 
of future observations is the same whether the subject 
drops out or not’. It follows that future statistical behav-
ior for those who dropout (or deviate) can be estimated 
(or ‘borrowed’) from those who do not. However, if 
statistical behavior is being borrowed in this way then 
by implication the treatment taken is also being ‘bor-
rowed’ from those who remain and applied to those who 
dropout (by implication the randomization group is the 
same) and, excepting rather unusual circumstances, this 
implies a de jure estimand. As mentioned earlier, this 
may imply a counterfactual situation: if a subject is 
unable to tolerate the randomized treatment, then the 
de jure estimand is still defined in terms of that subject 
receiving that treatment throughout the trial. It fol-
lows at once, by contrast, that the scenarios captured 
by a de facto estimand will, in most cases, correspond 
to MNAR mechanisms. This follows directly from the 
above definition. If those who deviate change to a treat-
ment the effects of which differ, their future behavior 
cannot match those who remain on the randomized 
treatment. This has a very interesting implication. A 
de  facto analysis with completely observed data can 
ignore the actual treatment taken, but as soon as data 
are missing we need to take account of this. 

Simple ad hoc methods of analysis
It is probably true, although hard to measure in prac-
tice, that the great majority of trial analyses continue 
to use very simple ad hoc methods to accommodate the 
problem of missing data. The restriction to completers 
is one such ad hoc analysis, and we have seen above 

that this will only be strictly valid under the implau-
sible MCAR assumption and will, even when valid, be 
potentially inefficient compared with methods that use 
the incomplete sequences of data from those patients 
that drop out. Another very commonly used ad hoc tech-
nique is LOCF, mentioned above, and its close relative 
‘last baseline carried forward’; for example, see [12,13]. 
Before commenting on these methods we need to be 
clear that they are not being used in the ‘definitional’ 
sense introduced earlier; for then it is strictly not a miss-
ing data problem. In fact, it is likely that, along with 
other simple imputation methods, this is by far the most 
common intention when such methods are used, and it 
would then be helpful if terminology like LOA could 
be used instead. This still does not absolve such meth-
ods of criticism; however, there remain major concerns 
about the interpretation of the results of such analyses. 
A particularly damning criticism of the use of LOCF 
in the neurosciences is given in [18].

When we consider LOCF, and related simple imputa-
tion analyses; that is, methods in which each missing 
value is replaced by a single number, as methods for 
dealing with missing data as a nuisance, in the sense 
intended in this review, we run into a host of problems. 
The NCR report is particularly critical of its use [1], and 
the European Medicines Agency guidelines do express 
suitable caution [6]. The problem with assessing such 
methods is that they are defined not in terms of the aims 
of the analysis, or estimand, but procedurally; that is, 
in terms of what is ‘done to the data’. There is a sense 
in which such methods need to be reverse-engineered to 
determine what estimand they were intended to target in 
the first place. This can muddy discussions of their use 
in practice. Focusing on LOCF, different authors can 
have different aims for their particular LOCF analyses, 
which may be explicit or implicit, and it is no surprise 
that there are many critical assessments; examples are 
[19–28]. One overall message is that LOCF analyses can 
be shown both to create apparent treatment effects when 
none exists and hide them when they do. One defense 
that has been put forward is that there are circumstances 
in which LOCF is known to be conservative [6]. Such 
claims do need to be made with care, however. First, we 
need to define the estimand to which we refer (this is 
usually not done). Second, we need to define ‘conser-
vative’. This could mean conservative in estimate or in 
inference or both. Third, such a claim can only be made 
in the light of strong assumptions about the nature of 
the actual treatment profiles both before and after 
dropout and the actual dropout mechanism, most of 
which is unknown. In nearly all such cases the strength 
of assumptions required to make such a claim would 
be more than enough to construct a more statistically 
principled analysis. A recent publication establishes the 
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conditions under which an LOCF analysis does indeed 
provide a valid estimate and subsequent inference [29], 
see also the discussion in [30]. Unsurprisingly, the condi-
tions for this correspond to a MNAR mechanism; we 
should expect this, since subjects who drop out have 
explicitly different behavior from those who remain, 
even if they share the same history. It turns out that this 
LOCF MNAR mechanism has a particular property, 
known as future dependence [31]. This means that the 
probability of dropout, given the history and the value 
of the (possibly unobserved) following observation, still 
depends on observations further into the future. Such 
mechanisms can exist, although it would be unusual to 
deliberately formulate a process for practical use with 
such counterintuitive properties. The key point here is 
not whether such a mechanism is possible or not in prac-
tice, rather that such a complex and counterintuitive 
missing value mechanism has emerged from such a sim-
ple procedure. This reflects a general point concerning 
missing data and simplicity. Apparently simple analyses 
such as LOCF can imply underlying assumptions that 
are neither simple nor transparent and, vice versa, simple 
and transparent assumptions can imply analyses that 
appear complex.

Model-based analyses & multiple imputation
If we are to avoid simple ad hoc methods when these 
are not appropriate, we need to consider more statisti-
cally principled approaches, and typically these will be 
based around some form of statistical model. These 
have the advantage of making the assumptions more 
explicit. There are many alternatives available and there 
is a large literature surrounding these. As yet, however, 
only a small fraction of these are used in a routine way 
in a clinical trial setting. Primary analyses that use 
explicit statistical models are nearly always based on 
the MAR assumption and because, as we have seen 
above, a MAR-based analysis implicitly borrows treat-
ment behavior from those who stay for modeling the 
statistical behavior of those who drop out, this will usu-
ally imply that a de jure estimand is the target. Typi-
cal analyses for continuous outcomes are based around 
unconstrained forms of the multivariate linear model 
(sometimes called, in this context, the Mixed Model 
Repeated Measures analysis); see for example [12,13]. 
Analogous analyses for other outcomes, particularly 
binary, introduce additional complications associated 
with the lack of a suitable flexible multivariate distribu-
tion and the use of a nonlinear scale for the treatment 
effect. For a discussion of suitable approaches see [12,13]. 
None of these make great demands, however, from a 
technical perspective. An alternative, important class 
of analyses known as ‘Inverse Probability Weighted’ 
have received much attention (see for example [32,33]). 

These play a leading role in causal inference for observa-
tional data, but their use is as yet limited in the routine 
trial setting. This may be in part due to the techni-
cal demands of much of the literature and the lack of 
standard software implementations, but the situation 
could well change in the future. These methods do have 
the advantage of relaxing the strong modeling require-
ments of most of the alternatives that typically rely 
on likelihood-based methodology, but disagreement 
remains about their comparative advantages, especially 
in finite samples.

There has been increasing interest in the use of so-
called multiple imputation (MI) for handling missing 
data in trials. MI was originally introduced by Rubin 
for large sample surveys with missing data [34], and it 
is particularly well suited to such settings. Its use has 
subsequently spread to many other areas. One of its great 
strengths is that it can be used to formulate analyses when 
data are missing using analysis tools that would have 
been applied had the data been complete. Two models are 
defined for MI. First, the substantive model is the model 
that would have been used to make inferences about the 
estimand had the required data been fully observed. This 
provides a direct and helpful connection to the defini-
tion of an estimand and the aims of the analysis. For a 
continuous outcome this might be, for example, a base-
line-adjusted analysis of covariance of the observations 
made at the final time. Second, the imputation model is 
a model for the distribution of the missing data condi-
tional on the observed data, or in our longitudinal set-
ting, the conditional distribution of future observations 
given the history. In the MI analysis, several (possibly 
many) completed data sets are constructed using appro-
priate Bayesian draws from the imputation model and 
the substantive model is fitted separately to each of the 
completed sets. Rubin provided simple rules whereby the 
results from these analyses are combined to provide an 
overall estimate and measure of precision, together with 
inferential tools, that have broad validity and properly 
acknowledge, in a statistical sense, the incompleteness of 
the original data. There are now several implementations 
of MI in mainstream statistical packages [35,36].

Although MI is a flexible and very widely used 
approach for handling missing data, we need to be clear 
about its potential role in the current trial setting in 
which we are assuming that only outcome data are miss-
ing. It turns out that when this is true, the imputation 
and substantive models coincide for subjects who drop 
out or deviate. Consequently, we obtain essentially the 
same analysis whether we use conventional MI or use a 
model-based likelihood analysis, perhaps with suitable 
small sample correction. If MI is to have a role in this 
setting then, it must be in other situations in which 
these two models do not coincide – in this setting this 
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is known as uncongeniality [37]. Three such examples 
are described in [38]:

■■ It may happen that measurements collected after ran-
domization are predictive of dropout/deviation. We 
cannot condition on these in the subsequent analysis 
because, as is well known, such conditioning poten-
tially leads to bias. This implies that we cannot include 
them in the substantive model. However, such mea-
surements can be incorporated in the imputation 
model if required. An example is a measure of noncom-
pliance. Suppose that those with greater observed non
compliance are more likely to drop out. If we have a 
de facto estimand then it is important that the analysis 
reflects this behavior. A MAR-based analysis, such as 
one in which the substantive and imputation model 
both ignore the noncompliance, would treat dropouts 
as though compliance of the dropouts matched those 
remaining in the study, and so would potentially exag-
gerate the treatment effect; that is, would bias it from 
a de facto perspective. The noncompliance would have 
to be included in the imputation model to avoid this.

■■ For the reasons given earlier, there are technical issues 
surrounding the longitudinal modeling of non-nor-
mal outcomes, such as binary, under MAR. One com-
monly used measure of treatment effect, called mar-
ginal or population averaged, is awkward to estimate 
using a likelihood approach, and nonlikelihood meth-
ods, such as generalized estimating equations are 
typically used. In their simple form, such analyses are 
valid only under MNAR, not MAR. Two principal 
corrections can be used for validity under MAR. The 
first is inverse probability weighted and the second is 
MI. The problem with direct application of MI in 
this setting for a marginal model is that the awkward 
nature of a likelihood analysis carries over to the 
imputation model. However, as a referee points out a 
nonlikelihood method based on the so-called ‘Fully 
Conditional Specification’ might be considered as an 
alternative to this, a convenient, but uncongenial, 
imputation model can be used, provided that it is 
sufficiently rich. Examples are log–linear and sequen-
tial logistic regression models. Details are given in [12].

■■ We have seen that in the presence of patient devia-
tions, de facto estimands require us to use missing data 
mechanisms that depart from MAR. These can be 
encapsulated in appropriate imputation scenarios and 
so form the basis of sensitivity analyses. We return to 
this important use of MI below.  

Sensitivity Analysis
With a few exceptions, most of the commonly used 
model-based analyses for longitudinal trial data with 

dropout rest on the MAR assumption and, in general, 
any such analysis will require untestable assumptions. 
Moreover, as we have seen above, such analyses will typi-
cally correspond to a de jure estimand, which may not be 
the relevant one for the problem. As a consequence, the 
need for sensitivity analysis has long been recognized in 
the missing data literature. Indeed, much of the text by 
Daniels and Hogan [39] and Molenberghs and Kenward 
[12] is devoted to this. Similarly, both the NRC report [1] 
and the European Medicines Agency guidelines [6] stress 
the need for sensitivity analysis. While there is much 
agreement on the need, there is, however, less agreement 
about how this should be done. Many alternative routes 
are possible. It is clear, however, that we need to move 
away from ad hoc sensitivity analyses that consist of 
rather arbitrary collections of alternative analyses, which 
lack a clear overarching rationale. A proper sensitivity 
analysis is not a collection of arbitrary and ad hoc analy-
ses, rather we need a structure along the following lines:

■■ A clear definition of the estimand of interest;

■■ The assumptions under which the primary analysis is 
valid for this estimand (noting, as emphasized earlier, 
that the choice of estimand reflects the aims of the 
analysis in the given trial setting);

■■ A nomenclature for practically relevant and accessible 
departures from these assumptions;

■■ Valid methods for assessing sensitivity to these 
assumptions.

There is no need to be too prescriptive or proscriptive 
about which technical approaches should be considered 
for this; clearly the details must depend critically on the 
substantive setting. In one way or another, many of the 
proposed methods assess sensitivity to departures from 
MAR. From a statistical perspective two broad routes 
can be distinguished. 

In the first, the sensitivity analysis is framed in terms 
of the missing value mechanism itself. The assumptions 
are expressed in the ways in which dropout might be 
influenced by outcomes, past and future, and other infor-
mation that may be available. This is sometimes called 
a selection model approach, and is particularly conve-
nient for expressing certain forms of departure from the 
MAR assumption; for example, see [12,40–42]. The term 
‘selection’ is taken from the econometric literature [43] 
and refers to the explicit modeling through a probability 
model that describes the way patients are ‘selected’ for 
dropout. One potential drawback of such methods is the 
need to provide an accessible description of the precise 
assumption whose sensitivity is being assessed, and this 
is often expressed in terms of rather indirect quantities 
such as log-odds ratios in logistic regression models for 
the probability of dropout/deviation. 
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The second broad approach attempts to provide a 
more directly accessible representation of sensitivity. 
Essentially, it is based on the alternative expression for 
MAR used earlier: under MAR, the statistical behavior 
of future observations is the same whether the subject 
drops out or not. Departures from MAR can then be 
formulated in terms of alternative future behaviors, 
which can be described in simple terms and even plot-
ted in various ways to aid communication. This is 
known as the pattern-mixture approach [12,31,39]. In 
this, a potentially different statistical model is used for 
those patients who drop out/deviate at different times 
and for those who complete, and so allows explicit 
modeling of the behavior of dropouts under different 
de facto scenarios, and as shown in [44], such a pattern 
mixture framework can be used to incorporate expert 
opinion into sensitivity analyses. 

Although not essential, a particularly convenient 
method for using the pattern mixture approach for 
sensitivity analysis is MI. For this, the alternative 
scenarios for future behaviors correspond to differ-
ent imputation models, while the substantive model 
remains the same as that used in the primary analysis. 
The necessary steps are set out in [31] and [45]. The key 
question in the use of this approach then is the choice 
of alternative scenarios. An important advance was 
the recognition that these might be ‘borrowed’ from 
different treatment groups, depending on the known, 
or assumed, post-deviation treatment. Little and Yao 
applied this to the setting in which it is assumed that 
subjects deviating from active treatment move on to 
placebo, so that the alternative future behavior for the 
active dropouts is ‘borrowed’ from the placebo group 
[11]. This is an example of an MNAR setup, corre-
sponding to a particular de facto scenario. As such it 
can be considered to be a primary analysis in its own 
right, or as part of a sensitivity analysis in which dif-
ferent post-deviation treatment behaviors are consid-
ered for a de facto estimand. It has one great technical 
advantage: it requires only that the MAR model be fit 
to the data. The subsequent imputations made under 
the MNAR de facto scenarios can be constructed in 
relatively simple steps from this MAR model. Within 
this general MI/pattern-mixture framework a large 
range of possible scenarios can be considered. Two, 
including a principled form of LOCF, Last Mean 
Carried Forward, are described in [14], while a fairly 
comprehensive treatment of the overall approach is 
given in [9], and a SAS macro, written by James Roger, 
which accommodates a range of alternative scenarios, 
is freely available from [101]. Within this overall frame-
work alternative scenarios can be subject dependent, so 
this provides a natural and convenient way of incor-
porating the reasons for dropout/deviation into the 

analysis. Depending on the reason for dropout, differ-
ent subjects may be associated with different scenarios.

These scenarios constructed in the manner 
described in the previous paragraph correspond to a 
de facto estimand. We have seen that if data are missing 
we cannot construct a de facto analysis without speci-
fying in some way the future statistical behavior of 
subjects who deviate from the protocol. The scenarios 
defined in the pattern mixture framework correspond 
to different assumed behaviors and, as such, can form 
a component of a well-structured sensitivity analysis. 
This means that the analyst is forced to make deci-
sions about the future behavior of those who deviate, 
which ensures transparency. The apparent disadvan-
tage of this is that it may both be difficult to decide 
what treatment use is appropriate, and that there may 
be little or no information available on the statistical 
behavior under the selected treatment. This, however, 
reflects the difficulty of the problem, not a drawback 
of the analysis. Any analysis for a de  facto estimand 
in which data are genuinely missing, that is for which 
missing data are not defined away, will necessarily 
define explicitly or implicitly such statistical behav-
ior. The pattern-mixture approach simply makes this 
explicit. It also raises useful questions about scenarios 
that are meaningful for a de  facto estimand, and in 
some settings raises questions about the value of a 
blanket use of de facto (or ITT type) estimands [46]. 
However, this takes us beyond the purely missing data 
problem.

Collection of post-deviation data
It is clear from the above that no amount of statistical 
expertise can make up for the absence of real data. 
We have also seen that for de facto estimands we need 
observations under whatever treatment (within reason) 
a randomized subject actually takes. This points to 
the potential value of the collection of post-deviation 
data, a point made at some length in the NRC report 
(indeed in its title) [1], and emphasized as well in the 
European Medicines Agency guidelines [6]. There are 
clearly cost and logistical issues to be addressed in 
this, and it may be that a successful compromise can 
be reached in which a reduced collection strategy is 
used that ensures that the most relevant information is 
obtained. A recent paper, considers strategies that can 
be used for this from a statistician’s perspective [47]. A 
discussion of this is also provided in [5], and further 
details are given in [48].

Future perspective
Three main themes can be expected to play an important 
role in practically relevant developments in the statistical 
handling of missing data over the next few years. First, 
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the implications of the necessary linkage between the 
estimand and treatment taken will be explored and devel-
oped, and is likely to underpin significant new develop-
ments. Second, there needs to be a thorough exploration 
and assessment, from a practical perspective, of alterna-
tive approaches to sensitivity analysis, again reflecting the 
linkage between estimand and treatment actually taken. 
Third, issues surrounding the collection of post-deviation 
data will need to be explored from both practical and 
statistical perspectives, but this practice is expected to 
increase. It would also be beneficial if, as understand-
ing becomes more widespread of the properties of simple 
imputation methods like LOCF, the use of these declines. 
Finally, in the interests of clarity, it is to be hoped that the 
distinction between defining away missing data through 
outcome definition, and the handling of genuine missing 
data, can be maintained in discussions on the subject.
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Executive summary

■■ All nontrivial analyses for missing data rest on assumptions that cannot be assessed from the data under analysis. 
■■ A comparison of different approaches for handling missing data cannot be separated from the aims of the analysis.
■■ The National Research Council report encapsulates such aims in the definition of the estimand.
■■ It is vital to distinguish between approaches in which missing data are ‘defined away’ by incorporating them into the definition 
of the subject outcome; for example, by defining dropout as a treatment failure, and in which they are a nuisance to be 
accommodated: such approaches have different estimands and so it is not meaningful to compare them directly.

■■ Two classes of estimands are the so-called de jure, in which treatments are compared assuming subjects follow their randomized 
treatment according to the protocol, and de facto, which compares the effects of the treatments actually taken irrespective of 
randomized treatment.

■■ When data are missing, any analysis that targets a de facto estimand must make assumptions about treatment use following 
dropout/deviation. This may be done explicitly or implicitly.

■■ Given the necessary uncertainty about the validity of assumptions underlying missing data analyses, including potentially 
treatment use following dropout/deviation, appropriate sensitivity analyses are strongly recommended.

■■ Such sensitivity analyses should be constructed in a coherent and relevant way given the estimand.
■■ An arbitrary and ad hoc collection of alternative analyses with no such underlying rationale does constitute a meaningful 
sensitivity analysis.

■■ There are many potential approaches to constructing sensitivity analysis and no broad agreement as yet about the most 
appropriate routes to take.

■■ Sensitivity analyses combining pattern mixture models with multiple imputation provide a transparent linkage between the 
estimand and the assumptions being targeted. 

■■ The collection of post-deviation outcomes can greatly reduce the reliance on assumptions in de facto targeted analyses and so 
can, in principle, greatly reduce the problems surrounding missing data. This is likely to be of increasing importance in the future.
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