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To design a clinical study of personalized medicine, important covariates (biomarkers) 
and responses should be incorporated in patient selection. Adaptive designs are 
suitable for personalized medicine because of their nice properties: efficient; ethical; 
and incorporating covariates and responses. When covariates or responses are used 
in the randomization, does this affect the inference procedure? Here we summarize 
the properties of classical statistical inference in literature: for response-adaptive 
randomized clinical trials, the classical statistical methods are valid under widely 
satisfied conditions; for covariate-adaptive randomized clinical trials, the commonly 
used tests are usually too conservative, some adjustments are necessary; and for 
covariate-adjusted response adaptive randomized clinical trials, the classical statistical 
methods are valid under some restricted conditions, further research is needed to 
address the validness of classical statistical methods under general setting.
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Personalized medicine is the systematic use 
of information about an individual patient to 
select or optimize that patient’s preventative 
and therapeutic care. Personalized medicine 
can broadly be defined in terms of prod-
ucts and services that leverage the science of 
genomics and proteomics (directly and indi-
rectly) and capitalize on the trends toward 
wellness and consumerism to enable tailored 
approaches to prevention and care.

Over the past several decades, fields of 
translational research (genomics, proteomics 
and metabolimics) have enabled the study 
of genes, proteins and metabolic pathways 
to human physiology and variations of these 
pathways that can lead disease susceptibil-
ity. Scientists have identified many new bio-
markers that may link with certain diseases. 
Identifying genes that seem to be linked with 
a disease is only the beginning of an ardu-
ous process to develop personalized medi-
cine. To do this, clinical trials are the next 
important step to confirm the findings from 

different translational research studies. To 
design a superior and efficient clinical study 
for personalized medicine, one should incor-
porate important biomarkers and responses 
in patient selection. Throughout the paper, 
efficiency refers to the statistical power of 
detecting the treatment difference.

A good clinical trial for personalized medi-
cine should match the special features: more 
covariates (biomarkers) have to be consid-
ered; particular attention needs to be paid to 
the interaction among treatments and covari-
ates (biomarkers). For clinical trials involving 
important covariates (biomarkers), the first 
concern of a clinician is the balancing of these 
covariates for a simple treatment comparison. 
Second, it is important to use optimal designs 
that achieve efficiency in detecting treatment 
differences and interaction effect. Third, 
ethics has always been a great concern in 
the design of clinical trials. Adaptive design 
provides a suitable solution of clinical trial 
for personalized medicine because of their 
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nice properties: efficient; ethical; and incorporating 
covariates and responses in patient selection.

In clinical trials, adaptive designs are the ones 
that use accumulating data from the ongoing trial to 
modify aspects of the study without undermining the 
validity and integrity of the trial [1]. Compared with 
traditional fixed designs, adaptive designs offer more 
flexibility and have the potential of saving cost and 
improving patients’ experience. According to Chow 
and Chang [2], adaptive design methods include the 
following types: adaptive randomization, where the 
allocation probabilities change as the trial goes on; 
group sequential designs, where at some interim points 
a decision is made on whether the trial should continue 
or stop. Some of the classic works of this type include 
Bauer and Köhne [3] and Müller and Schäfer [4] – see 
Proschan [5] for a review of group sequential designs; 
sample size re-estimation designs; drop-the-loser 
designs, where inferior treatments are dropped off 
at the interim look; adaptive dose-finding (e.g., dose 
escalation) designs; biomarker-adaptive designs, where 
the biomarker is identified and then used as a classi-
fier for treatment assignment in the same trial; adap-
tive treatment-switching design; hypothesis-adaptive 
designs; adaptive seamless Phase II/III trial designs; 
and multiple adaptive designs.

In this paper our main focus will be on the first type 
of adaptive designs, that is, adaptive randomization. 
Within this type of designs, different information from 
the accumulating data can be used to adjust the allo-
cation probabilities: past assignment, patient covariate 
profiles, patient responses, etc. Often, how the prob-
abilities are adjusted is based on practical consider-
ations, such as improving the balance of the treatment 
allocation, maximizing the statistical power of the test, 
increasing the mean number of successes in the trial, 
etc. Depending on which information is used, Hu and 
Rosenberger [6] defined three subtypes of adaptive ran-
domization: response-adaptive designs, covariate-adap-
tive designs and covariate-adjusted response-adaptive 
(CARA) designs. Response-adaptive designs are often 
desirable for both efficient and ethical reasons in some 
sequential experiments. The idea of response-adaptive 
designs can be traced back to Thompson [7] and Rob-
bins [8]. Covariate-adaptive designs are proposed to bal-
ance treatment assignment with respect to key covari-
ates of interest [9]. CARA designs [10,11] are developed 
recently for both efficiency and ethical considerations.

It is also worth noting that for the three subtypes of 
adaptive randomization defined above, either frequen-
tist or Bayesian approach can be used to extract infor-
mation from accumulating data. For example, if at some 
point of the trial 50 and 40 patients have been enrolled 
in the two treatment arms and 16 and 10 successes have 

been observed, a frequentist would compare the point 
estimates 16/50 = 0.32 and 10/40 = 0.25 and then 
determine the allocation probability to the first treat-
ment by 0.32/(0.32 + 0.25); a Bayesian, instead, would 
determine the allocation probability by the posterior 
probability P(p

1
 > p

2
|data), where p

1
 and p

2
 are the suc-

cess probabilities of the two treatments. Designs under 
the Bayesian framework can be found in Thompson [7], 
Thall and Wathen [12], Huang et al. [13], Atkinson and 
Biswas [14], Yuan et al. [15], etc. For comprehensive 
reviews of Bayesian adaptive designs, see Berry [16,17].

As we have already pointed out that to design a good 
clinical study for personalized medicine, one should 
incorporate biomarkers (covariates) and responses in 
patient selection. CARA designs are directly related to 
personalized medicine. In a CARA randomized clini-
cal trial, one can incorporate covariates and responses 
in patient selection to detect treatment differences or 
interaction effect efficiently as well as ethical consider-
ation [10,11]. When there are many covariates in clinical 
trials for personalized medicine, it is important to bal-
ance these covariates for a simple treatment compari-
son. Covariate-adaptive designs are useful under these 
situations. Identifying subgroups is often the first step 
to develop a personalized medicine. Covariate-adaptive 
randomized clinical trial is the next step to confirm the 
subgroups.

Although a large number of adaptive randomization 
procedures have been proposed, the corresponding 
statistical inference has not been well studied in lit-
erature [18,19]. Unlike fixed designs, in which statistical 
inference is usually based on asymptotic properties of 
estimators and tests, adaptive randomization designs 
induce complicated dependence structures in the out-
comes of interest, as data are no longer independent. 
When information of covariates is used in the design 
stage, does this affect the inference procedure? Here 
are some primary statistical questions: how do these 
adaptive designs affect the inference procedures? Can 
the investigator use the traditional tests and regres-
sion techniques following an adaptive clinical trial? 
Does the usual type I error rate apply to the adap-
tive designs? Such questions need to be investigated 
for adaptive randomization design. In this paper, we 
focus on frequentist adaptive randomization designs 
and try to summarize the attempts of answering these 
questions in literature and discuss their limitations.

Response-adaptive randomization
Response-adaptive randomization (RAR) procedures 
sequentially assign subjects to different treatments 
with probabilities according to previous treatment 
assignments and responses in order to meet certain 
objectives such as maximizing the power of detecting 
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treatment effects and minimizing the total number of 
failures. There are two families of RAR procedures: 
urn models [20–22] and doubly adaptive biased coin 
design (DBCD) [23–25]. Urn models aim to assign more 
people to the better treatment, but they do not depend 
on optimal criteria. DBCD can target any theoreti-
cally optimal allocation proportions based on certain 
optimal criteria.

RAR procedures achieve diverse objectives by 
targeting different theoretically optimal allocation 
proportions. Neyman allocation is used to maxi-
mize the power, and optimal allocation proposed by 
Rosenberger et al. [26] is used to minimize the total 
number of failures while fixing the power. A general 
framework to obtain optimal allocations was estab-
lished by Tymofyeyev et al. [27]. The efficient and 
ethical advantages of RAR designs over fixed designs 
have been demonstrated in the literature and are well 
understood [6,28–29]. With modern technology and 
high capability of collecting data, it is feasible to 
implement response adaptive designs in clinical trials. 
These trials include Rout et al. [30], Tamura et al. [31], 
Andersen [32], etc.

Despite the advantages, the relationship among treat-
ment assignments and responses following RAR design 
is complicated and different from fixed designs due to 
its special allocation mechanism. First, the number of 
patients in each treatment at any time point is a ran-
dom variable. Second, both the treatment assignments 
and the parameter estimators depend on all the previ-
ous responses. These obstacles arise from the sequential 
updating of parameter estimators and the allocation 
probability function, which finally leads to questions 
on the statistical inference following RAR procedures. 
Here, we use DBCD procedure proposed by Hu and 
Zhang [23] to illustrate how the RAR procedure works. 
Suppose two treatments are under study; θ is the 
unknown parameters from the employed model, and 
ρ

1
(θ) is the theoretically optimal allocation proportions 

for treatment 1. First, we assign the first 2n
0 patient

s to 
two treatments by some restricted randomization pro-
cedures such as the permuted block randomization. 
Second, when the lth (l > 2n

0
) patient arrives, we obtain 

the parameter estimators l 1i -
^ and the estimated optimal 

allocation proportion ( )1 l 1t i -
^ based on all the previous 

treatment assignments and responses. Third, we assign 
the l-th patient to treatment 1 with probability:

g N l 1 / l 1 ,1 1 l 1
( ) - - t i -
c ^ ^ ^ ^h h hh^

where N
1
(l - 1) is the actual number of patients in 

treatment 1 after l − 1 patients, and 

 g (s, r): 0, 1 0, 1 0, 1 , 0"# $c
c^ h 6 6 6@ @ @ is the allocation 

function satisfying:

g(y) (0, r) = 1,
g(y) (1, r) = 0,

g s, r
r r/s 1 r 1 r 1 s

r r/s
r=

+ - - -c

c

c ^
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^^ h
h h h hh
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We can easily see that every treatment assignment 
depends on previous responses and assignments. More 
details about this design can be found in Hu and 
Zhang [23].

Therefore, it is desirable to derive the asymptotic 
properties about parameter estimators as well as the allo-
cation proportions. Hu et al. [33] offer the asymptotic 
normality for parameter estimators following general 
RAR designs with convergent allocation proportion. Hu 
and Zhang [23] derived the strong consistency, a law of 
the iterated logarithm and asymptotic normality under 
widely satisfied conditions for their design above. Based 
on these properties, we can finally obtain the asymptotic 
normality of the commonly used Wald statistics. Fur-
ther, Hu et al. [24] proposed a family of RAR procedures 
that can attain the Cramer–Rao lower bounds on the 
allocation variances for any given allocation proportions, 
and also derived the asymptotic normality for parameter 
estimators. As a result, the validity of statistics inference 
following RAR designs has been established.

Sequential monitoring is a standard in clinical tri-
als. Therefore, it is worth investigating how to perform 
statistical inference when sequentially monitoring a 
clinical trial using RAR designs. The primary task of 
sequential monitoring is the control of the type I error 
rate, and the key is to obtain the joint distribution of the 
sequential statistics. Zhu and Hu [34] comprehensively 
studied sequential monitoring of the above DBCD pro-
cedure proposed by Hu and Zhang [23]. Besides, Zhu 
and Hu [35] explored interim analysis of clinical trials 
based on urn models. In both papers, they obtained the 
joint distribution of the sequential test statistics, and 
proposed approaches to control the type I error rate.

In practice, it is not always practical to obtain imme-
diate response. Logistically, delayed responses will not 
bring about trouble for implementing RAR designs, 
since we can update parameter estimators and allo-
cation probability function with observed responses 
instead of all the responses from enrolled patients. 
However, it was unclear how delayed responses affect 
statistical inference in such trials. Hu et al. [36] obtained 
the asymptotic properties of DBCD [23] in the presence 
of delayed responses and concluded that these designs 
are relatively insensitive to delayed responses under 
widely satisfied conditions.

Covariate-adaptive randomization
One of the main purposes for introducing covariates to 
a randomization procedure is that we want to improve 
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the balance of treatment allocation among subgroups 
defined by these covariates. With a small number of 
covariates and small numbers of levels within each 
covariate, stratification is the most efficient way. 
Namely, it employs a randomization procedure sepa-
rately within each stratum that is formed by crossing 
of covariates’ levels. With a larger number of covari-
ates or many levels within certain covariates, the 
number of patients in each stratum is typically very 
small, which makes it difficult to randomize within 
individual strata. As a result, minimization has been 
proposed to achieve allocation balance on covariate 
margins, instead of within strata. When a patient is to 
be assigned, a minimization procedure only checks the 
allocation imbalances on the relevant covariate mar-
gins, and the treatments are assigned to mitigate such 
imbalances. Early works of minimization can be found 
in Taves [37], Pocock and Simon [9], Nordle and Brant-
mark [38] and Wei [39]. More recent works, which are 
designed to improve the properties of earlier versions 
of minimization, can be found in Signorini et al. [40], 
Heritier et al. [41], Russell et al. [42], Hu and Hu [43], 
Lebowitsch et al. [44], etc. Since both stratified ran-
domization and minimization depend on the covari-
ate information of patients, they are often termed as 
covariate-adaptive randomization.

Although covariate-adaptive randomization pro-
motes balance of treatment allocation, which usually 
increases the credibility of a trial, a more serious issue 
is its impact on statistical inference. Questions arise as 
to whether the traditional tests such as t-test, analysis 
of variance and regression analysis are still valid, and 
whether balance over covariate margins indeed leads 
to higher power or better estimation. Researchers have 
become aware of this issue as early as 1970s, and due to 
the complex interdependence among covariates, treat-
ment assignments and patient responses, investigation 
has been mostly done under restricted conditions or by 
limited simulation studies.

For binary responses, Feinstein and Landis [45] 
focused on the case of a single covariate with two 
levels, and they compared stratified and unstratified 
permuted block designs. When the treatment and the 
control have the same response rates with respect to 
any level of the covariate and if pooled estimates across 
the two levels are used, their simulation studies dem-
onstrated that in terms of estimation, if the response 
rates between the two strata have a large difference, 
stratification significantly reduces the probability 
of a high estimated treatment effect (when there is 
truly no effect). Furthermore, in terms of hypothesis 
testing using Χ2 statistic, the larger the difference in 
the response rates between the two strata, the more the 
conservative stratification tends to be with respect to 

the type I error rate. Green and Byar [46] pointed out 
that the conservativeness under Feinstein and Landis’s 
model is caused by the overestimation of the variance 
of the estimated treatment effect and suggested how 
to obtain an unbiased variance estimation. In terms of 
power, with a sample size of 100 and provided that the 
correct variance estimation is used, they showed that 
stratified randomization consistently achieves greater 
power than unstratified randomization regardless of 
how large the treatment effect is.

For continuous normal responses, assuming a lin-
ear model with several normal covariates and a nor-
mal error term, Birkett [47] studied the estimation and 
testing problems when responses are conveniently 
pooled as two samples from the control and the treat-
ment without using any covariate information. The 
randomization methods by comparison were simple 
unstratified randomization, stratified permuted block 
design and minimization. For the latter two, only part 
of the covariates that appear in the true linear model 
are used for randomization. His simulation results 
demonstrated that the treatment effect estimated by 
difference in sample means is unbiased under all three 
randomization methods, and that the two-sample 
t-statistic for testing the treatment effect achieves the 
nominal significance level under simple randomiza-
tion but becomes conservative under the other two. 
Moreover, he showed that if the nominal critical value 
is used, there is no apparent power gain under covari-
ate-adaptive randomization, that is, under the latter 
two randomization methods; only when the true criti-
cal value is used can such power gain be significant? 
Forsythe [48] further studied the problem by adding 
another testing method, namely, analysis of covari-
ance. The two randomization methods in his study 
were simple randomization and minimization. In addi-
tion to similar findings in Birkett, Forsythe came to 
the conclusion that in order to maintain a valid test 
all covariates that are used in minimization need to be 
accounted for in the analysis.

Among the more recent works, on the one hand, 
the conservativeness of unstratified test, that is, ignor-
ing the covariates in the test, has been confirmed by 
more simulation studies, such as Weir and Lees [49] and 
Hagino et al. [50]. On the other hand, interest has also 
been focused on two issues: the necessity of stratified 
randomization or minimization when stratified analy-
sis is used; and the difference between stratified ran-
domization and minimization in power performance. 
Extensive discussions can be found in the review papers 
of Kernan et al. [51], Tu et al. [52], McEntegart [53] and 
Rosenberger and Sverdlov [19], and there has been dis-
agreement over the above two issues. Pertaining to the 
first issue, for two-arm trials with medium to large 
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sample sizes, many authors have the view that prestrati-
fication, that is, stratification at the stage of random-
ization, is unimportant for large trials with respect to 
power [52,54–55]. McEntegart, however, found that power 
loss due to the absence of prestratification can be large 
if the number of strata is large. He gave an example of a 
trial with 640 patients where prestratification is applied 
to 20 equal-sized strata, and by applying the formulas 
from McHugh and Matts’ paper he showed that with-
out prestratification a larger sample size of 678 would be 
needed to achieve the same power. Pertaining to the sec-
ond issue, depending on different simulation settings, 
the conclusions made by different authors have been 
quite different [49,52,56], and depend largely on factors 
such as sample size, number of covariates being stratified 
and interactions between predictive covariates.

Due to the limitations and discrepancies that have 
appeared in the studies mentioned above, it is worth-
while to develop theory that is capable of explaining 
such discrepancies and providing guidance on the 
appropriate choice of randomization and inference 
methods. Specifically, theory is needed to testify 
Forsythe’s suggestion of including in the analysis all 
covariates that are used in randomization.

Shao et al. [57] made the first attempt to provide some 
theoretical results. They proved the following proposi-
tions: (1) a test, such as two-sample t-test or analysis of 
covariance, that is valid under any fixed treatment allo-
cation is valid under simple randomization and Efron’s 
biased coin design; (2) analysis of covariance is valid if 
the covariates used in randomization are a function of 
the covariates used in the analysis. Assuming an ordi-
nary linear model between the normal response and 
one univariate covariate, they further proved that (3) 
the two-sample t-test under stratified randomization 
with Efron’s biased coin design employed within each 
stratum has a conservative type I error rate, since strati-
fied randomization introduces dependence between 
the two samples and the usual variance estimator in 
the t-statistic overestimates the true variance of differ-
ence in sample means; (4) bootstrap method can be 
employed to find an unbiased estimator for the true 
variance and accordingly, the bootstrap t-test can 
achieve the correct type I error rate; (5) power com-
parison is more complicated and depends on how large 
the treatment effect is. Result (4) provides a practically 
implementable alternative to Forsythe’s suggestion, 
since due to limited sample size the inclusion of too 
many covariates in the regression analysis would lead 
to sparse design matrices and thus highly unreliable 
results. Shao and Yu [58] extended the above results to 
responses from generalized linear models and they also 
investigated the effect of model misspecification on the 
validity of tests.

The theoretical results in the above two papers are 
illuminating and answer a wide range of questions. 
However, they are only applicable to stratified random-
ization, not minimization. This is unsatisfactory, since 
minimization has become increasingly important and 
it is able to balance over more covariates than stratified 
randomization. Another limitation of Shao et al. [57] is 
that results (3)–(5) mentioned in the paragraph above 
were derived from a simple linear model with only 
one covariate, and only the property of the t-test was 
obtained. If the responses depend on more covariates, 
then practically one may prefer to include a subset of 
randomization covariates in the test, that is, a test in 
between the simple two-sample t-test and the full-set 
covariance analysis. With an additive linear model 
between the response and the covariates, Ma et al. [18] 
were able to show the conservativeness of these tests 
under general randomization methods including mini-
mization, and the key assumption required is that 
the patient numbers in the two treatment groups on 
any covariate margin is sufficiently balanced, that is, 
the difference of patient numbers on any margin is 
bounded in probability. Taves’ and Pocock and Simon’s 
minimization, which has been employed most often in 
practice, satisfies this assumption [hu f, zhang l-x. 
on the theory of covariate-adaptive designs. 
ann. appl. probab. (2014), unpublished paper]. 
Hence, the conservativeness holds for both designs. 
With respect to power, Ma et al.’s [18] theoretical results 
are consistent with Shao et al. [57] and some other sim-
ulation studies, except that the former apply to more 
general covariate-adaptive randomization methods. 
Ma et al. [18] also showed that the Wald test for test-
ing any linear combination of covariates’ coefficients 
is valid. The exploration of the validity of such tests 
is worthwhile, for example, in cancer research, since 
in addition to treatment effect one is also interested 
in the effect of a particular biomarker, which is often 
included in the regression model as a covariate.

In the following, by simulation studies we report 
the performance of different combinations of random-
ization methods and testing methods in detecting the 
treatment effect. In the first study, we investigated the 
impact on statistical inference, of using less covari-
ates in the test procedure than in the randomization 
procedure. The following model is assumed:

Y
i
 = μ

1
 I

i
 +μ

2
 (1 − I

i
) + β

1
Z

i,1
 + β

2
Z

i,2
 +ɛ

i
, i = 1, …, n,

where Y
i
’s are the independent responses from the 

patients. For the ith patient Z
i1
 and Z

i2
 are the two 

covariates and I
i
 is the indicator variable with I

i
 = 

0 for control and I
i
 = 1 for the treatment. μ

1
 and μ

2
 

are the mean response of the treatment and control, 
respectively. Further, we assume that Z

i
 follows nor-

mal distribution N(0, 1), Z
i,2

 follows Bernoulli(0.5), 
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β
1
 = β

2
 = 1, and ɛ

i
 is distributed as N(0, 1). In order to 

be used in randomization, Z
1
 is discretized to the Ber-

noulli variable Z*
1
 with probabilities 0.5 and 0.5. The 

sample size n is 64. Three randomization methods, 
Pocock and Simon’s marginal method, stratified per-
muted block design and complete randomization, are 
considered. The simulation setting includes the biased 
coin probability 0.75 and equal weights are used for 
Pocock and Simon’s marginal method, and the block 
size 4 is used for stratified permuted block design. The 
nominal significance level is α = 0.05. The test meth-
ods include the two-sample t-test (t-test, that is, ignor-
ing the two covariates), the regression analysis with 
a single covariate Z

1
 (lm(Z

1
)), the regression analysis 

with a single covariate Z
2
 (lm(Z

2
)), and the regression 

analysis with both covariates Z
1
 and Z

2
 (lm(Z

1
, Z

2
), 

full analysis).
From our simulation we found that the full analysis 

has type I errors close to 5% under all three random-
ization methods. When covariates used in randomiza-
tion methods are completely or partially omitted from 
inference, the hypothesis testing of treatment effects 
is conservative under the first two covariate-adaptive 
designs in terms of smaller type I error than the nomi-
nal level 5%, while the type I error is valid under com-
plete randomization. This result is consistent with the 
theoretical properties in Ma et al. and other simula-
tion studies. In terms of power, with changing values 
of treatment effect (μ

1
 - μ

2
), under the full analysis 

the simulated power under Pocock and Simon’s mar-
ginal method is larger than that for complete random-
ization, indicating advantages of covariate-adaptive 
designs especially when the sample is relatively small. 
The two-sample t-test is less powerful than lm(Z

1
) and 

lm(Z
2
), and the full analysis is the most powerful one 

under all three randomization methods. For the two-
sample t-test, Pocock and Simon’s marginal method is 
less powerful than complete randomization when the 
treatment effect is relatively small, but becomes more 
powerful when treatment effect becomes larger.

In the second study, we explored the impact of 
model misspecification on inference, that is, doing lin-
ear regression when the true model for the response 
and covariates is nonlinear. Specifically, the following 
true model is assumed:

Y
i
 = μ

1
 I

i
 +μ

2
 (1 − I

i
) +1/2exp{ Z

i,1
 + Z

i,2
}+ɛ

i
, i = 1, 

…, n,
where most notations are defined before. The three 
randomization methods remain the same, whereas 
the test methods include the two-sample t-test (t-test) 
and the linear regression analysis l incorporating both 
covariates (lm(Z

1
, Z

2
)). We found that the two-sample 

t-test is conservative under covariate-adaptive designs 
even though the underlying model is no longer a linear 

model. For the linear regression on Z
1
 and Z

2
 (lm(Z

1
, 

Z
2
)), the type I error deviates from 5% due to model 

misspecification under all three randomization meth-
ods. With respect to power comparison, the linear 
regression has better performance than the t-test. For 
both two test methods, covariate-adaptive randomiza-
tion is slightly more powerful than complete random-
ization under this simulation setting. More discussions 
about inference properties with misspecified model 
under covariate-adaptive design are in Shao and Yu [58].

CARA randomization
CARA randomization procedures sequentially 
assign subjects to different treatments with prob-
abilities according to previous treatment assignments, 
responses, covariates and the current covariate in order 
to meet certain objectives, especially to assign patients 
to the most appropriate treatment based on his or her 
covariate profile. Therefore, CARA designs fit the con-
cept and theory of personalized medicine very well. In 
the literature, there are two other families of adaptive 
designs which make use of the information of previ-
ous treatment assignments, responses and covariates, 
but we do not categorize them as CARA designs based 
on the above definition. One family does not assign 
patients based on his or her own covariate for certain 
reasons, among which theoretical difficulties could be 
the major one [59]. The other is actually a two-stage 
design, where the probability of allocating patients 
from the second stage only depends on the information 
obtained from the first stage [60].

The prime aim of CARA design is to maximize 
the trial patients’ benefit based on their covariate pro-
files such as biomarkers by sequentially updating the 
allocation probability function depending on all the 
collected information during a trial. CARA designs 
have been demonstrated to have the ability of reduc-
ing the number of survival events without compromis-
ing power and type I error [61], decreasing the expected 
number of treatment failures [62], etc.

Like RAR designs, the allocation mechanism of 
CARA designs also casts doubt on the statistical 
inference due to the complicated relationship among 
treatment assignments, responses and covariates. 
New problems induced by CARA designs – besides 
those mentioned for RAR designs – include the 
following: the treatment assignments are not inde-
pendent of previous covariates; and the observed 
responses are not independent of their own corre-
sponding covariates as well as all the previous covari-
ates from other patients. Here we use the general 
family of CARA designs proposed by Zhang et al. [11] 
to illustrate how CARA designs work. The first step 
is the same as RAR designs, and a group of 2n

0 patient
s 
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are assigned using some restricted randomization to 
have an initial estimator i^ of the unknown param-
eter θ in the employed models. Second, when the lth 
(l > 2n

0
) patient with covariate Z

l
 arrives, we obtain 

the parameter estimators l 1i -
^  based on data from 

the previous l - 1 patients. Third, assign this current 
patient with probability , Zl 1 lr i -^ h^ .

Zhang et al. [11] offer a very general framework. 
Their design is very flexible including many other 
designs such as RAR as its special cases, and different 
aims can be achieved in diverse forms of the allocation 
probability functions. Zhang et al. [11] derived a series 
of asymptotic results for such a general design, which 
will greatly promote the application of CARA designs 
in real trials. Specifically, the asymptotic properties of 
both parameter estimators and allocation proportions 
are obtained. As a result, the asymptotic normality of 
the commonly used statistics can be derived, and cor-
responding approaches for statistical inference can be 
proposed. The proposed CARA designs are applied to 
the generalized linear models, and the application on 
the linear model and the logistic regression model is 
discussed in detail.

The allocation probability function in 
Zhang et al. [11] is of a very general form. Hu et al. [10] 
proposed a new and unified family of CARA designs, 
and offered a specific function form to balance two 
general measurements of efficiency and ethics by a 
tuning parameter. It also unifies several well-known 
designs such as DBCD [23] as special cases. Asymptotic 
results for statistical inferences have been derived for 
simple cases.

Some other CARA designs dealing with a variety 
of responses have also been proposed in the literature. 
Huang et al. [63] proposed a general framework of lon-
gitudinal CARA randomization procedures which can 
incorporate both repeated and correlated measure-
ments and time-varying covariates. Sverdlov et al. [61] 
proposed a CARA design for survival responses. In 
both papers, asymptotic results for statistical inference 
were obtained. In conclusion, current CARA designs 
with most of the major types of responses can be 
applied in clinical trials, and approaches for statistical 
inference have been well investigated.

Although the above papers in the family of CARA 
designs, especially Zhang et al. [11], have attracted 
lots of attention, and numerous advantages have been 
demonstrated, it is worth noting its theoretical and 
practical limitations. First, Zhang et al. [11] do not 
allow common parameters for different treatments 
under study, thus estimating every parameter based 
on the data just from the corresponding treatment. 
Second, the allocation probability functions are not 
as flexible as the DBCD design [23], and are unable to 

incorporate the current allocation proportion, which 
may adversely affect the convergence rate. Third, the 
effect of the delayed responses is unknown. Fourth, 
unlike the DBCD design, more people are needed to 
obtain an initial estimate of the parameters, which 
may limit its application for small trials.

This paper focuses on contributions of the adaptive 
randomization designs to personalized medicines. 
Before concluding this section, we offer some other 
important methods toward personalized medicine in 
the literature. The adaptive enrichment designs [64] 
adaptively update the eligibility making use of previ-
ous treatment assignments, covariates and outcomes 
in order to prevent patients’ unnecessary exposure to 
hazardous side effects and to increase the efficiency of 
the trial. With the enrichment designs, those patients 
who are unlikely to benefit from the treatment will 
be excluded from the trial. The adaptive signature 
designs [65,66] identify the patient group benefiting 
from the treatment in the analysis stage of a trial, 
and machine learning techniques are used. The 
subgroup-based adaptive design [67] is able to assign 
the patient in a trial to the currently estimated best 
treatment, and to continuously update biomarker 
subgroups to favor future patients to get the most 
appropriate personalized medicine. Gu et al. [68] 
discussed a two-stage Bayesian adaptive design that 
focuses on identifying prognostic and predictive bio-
markers for personalized medicine as well as assign-
ing more patients to better treatments through adap-
tive randomization designs. Overall, compared with 
CARA designs, these alternative adaptive designs 
emphasize the detection of prognostic and predic-
tive biomarkers and the benefits of patients in the 
population outside the trial.

Future perspective & conclusion remarks
In the future, it is hoped that personalized medicine 
will become the standard for the treatment of many 
diseases. This vision will only be realized through 
careful clinical studies. Advances in genetics have 
allowed and will allow scientists to identify more and 
more genes (biomarkers) that are linked with certain 
diseases. To translate these great scientific findings 
into real-world products for those who need them 
(personalized medicine), clinical trials play an essen-
tial role. To do this, more new designs will be devel-
oped for clinical trials so that genetics information 
and other biomarkers can be incorporated to assist in 
treatment selection. Many new methods of statisti-
cal inference will be proposed to match the special 
features of clinical trials of personalized medicine.

In practice, more and more adaptive randomized 
clinical trials will be implemented to develop suitable 
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personal medicine. When clinicians plan clinical trials 
for personalized medicine, they should note that there 
could many suitable adaptive designs for their tri-
als; whenever covariates or responses are used in the 
randomization, this usually affects the validity of the 
classical statistical inferences. The corresponding sta-
tistical inference may need some adjustments. In this 
paper, we have reviewed the statistical inference of 
these adaptive randomized clinical trials.

For response-adaptive randomized clinical trials, 
the standard large-sample properties of estimators and 
hypothesis tests can still be used under widely satis-
fied conditions [33]. In conclusion, statistical inference 
in a clinical trial employing RAR procedures has been 
thoroughly studied and well understood.

For covariate-adaptive randomized clinical trials, 
while they improve balance of allocation and enhance 
comparability of treatment groups, caution should be 
exercised in the subsequent statistical analysis. If the 
regression model for the response and covariates can be 
correctly specified and the number of covariates is only 
a few, then the analysis of covariance is the best choice 
since it achieves the correct type I error rate and also 
the highest power; otherwise, with model misspecifica-
tion or a model incorporating less covariates than the 
randomization procedure, the analysis usually leads 
to conservative type I error rate, due to the overesti-
mation of the variance of the test statistic, and boot-

strap methods provide an efficient way of restoring the 
correct error rate while keeping a parsimonious model.

For CARA randomized clinical trials, some 
preliminary asymptotic results can be found in 
Zhang et al. [11]. However, their results do not apply 
to most designs. This project will generate general 
statistical methods for personalized medicine. First, 
we plan to consider the case that the responses are 
from exponential family. We will construct the cor-
responding likelihood function based on the depen-
dent structure of the proposed designs. To do this, we 
need to use the conditional technique of Hu et al. [69]. 
Then we approximate the score function (from the 
likelihood) by a martingale process. By theoretical 
properties of martingales [70], we could show the sta-
tistical inference-based likelihood is still valid for the 
clinical trials based on proposed designs. Then we 
plan to show that most classical statistical methods 
(such as statistical methods that based on maximum 
likelihood estimators or moment estimators) are still 
valid based on their asymptotic properties.

An alternative to using traditional large-sample 
population-based tests to analyze clinical trials data is 
to use randomization as a basis for inference by com-
puting re-randomization tests [71]. Jeon [72] studied re-
randomization test of clinical trials based on Pocock 
and Simon’s design. Further we propose weighted 
re-randomization test for multitreatment clinical trials 

Executive summary

•	 Clinical trials are complicated experiments involving human beings and a massive investment of money and 
time. Therefore, efficiency and ethics are two main concerns for trails. Efficiency refers to the power of 
detecting treatment effects, and ethics refers to less patients exposed to inferior treatments and danger.

•	 Adaptive designs including response-adaptive randomization, covariate-adaptive randomization and 
covariate-adjusted response-adaptive (CARA) randomization are desirable because of their ability to reduce 
biasing, assigning more people to better treatments (based on their own biomarker profiles) and increasing 
the power.

•	 Personalized medicine tailors treatments to individual variations and optimize preventative and therapeutic 
care, and its development depends on the interaction and cooperation of different fields and approaches. 
Both covariate-adaptive randomization and CARA randomization are able to make promising contributions in 
the clinical trial stage of exploring personalized medicine. Other approaches are also available and discussed 
briefly.

•	 Adaptive randomization has been shown to have lots of advantages over traditional designs. However, its 
complex randomization mechanism raises concerns about the validity of the statistical inferences following 
these designs. It is important to note that whenever covariates or responses are used in the randomization of 
clinical trial, this may affect the validity of the classical statistical inferences, some adjustments are necessary.

•	 Covariate adaptive designs are the most popular one in clinical trials, but it is well accepted that the type 
I error rate would be conservative if the design covariates were not included in the final analysis. Recent 
researches explicitly demonstrate the theory behind this phenomenon by deriving the asymptotic distribution 
of the commonly used Wald statistics. The statistical inference following this procedure now has a solid 
theoretical foundation under linear regression.

•	 The asymptotic properties of parameter estimators and allocation proportions following the response-
adaptive randomization and the CARA randomization are also obtained. In addition, the theoretical results 
for more practical problems of these designs such as sequential monitoring and delayed responses are also 
derived. Currently, the statistical inference for these two family of designs are well studied.
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to overcome computational difficult. Randomization 
tests have not been well studied for RAR and CARA 
randomization, and this is a topic for future research.
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