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Prediction of soluble protein expression levels in Escherichia coli based on the nature 
of protein itself remains a challenge for bioprocess development (BD). This review 
will critically discuss the current efforts and achievements that employ computational 
approaches to develop prediction models for soluble protein expression in E. coli. The 
contrast between the remarkable progresses made on the predictive models achieved 
by bioinformatics and their relatively infrequent application in BD will be explained. 
The effects of process-relevant variables at four different levels on the expression of 
heterologous proteins, for example, gene, vector, host cell and cultivation process, 
and also a critical comparison of several established bioinformatics tools for predicting 
expression levels will be presented. The potential utility of this emergent technology to 
increase the efficiency of BD strategies and thereby to reduce the cost of establishing 
a process for soluble protein expression are critically examined.

Keywords:  amino acid sequence-derived features • Escherichia coli culture • mathematic 
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Background
Biologically derived drugs represent a fast-
growing sector of the pharmaceutical indus-
try in the past 20 years. Various types of 
therapeutic proteins, including glycoproteins 
and nonglycosylated proteins, which account 
for over 60% of approved biological medicine 
by the European Medicines Agency from 
1995 to 2013, have all been produced using 
recombinant DNA technology [1]. In contrast 
with glycoproteins, nonglycosylated protein-
based drugs are routinely expressed in pro-
karyotic microbial hosts, so that the cost of 
manufacture can be significantly reduced 
compared with processes using eukaryotic 
hosts, such as Chinese Hamster ovary cells. 
The prokaryotic host most frequently used so 
far is Escherichia coli [2], due to its remark-
able advantages over its counterparts, includ-
ing fast-growing characteristics, low cost of 
cultivation and, most importantly, ease of 
handling and genetic tractability [3]. These 
advantages are so significant that it has been 
proposed that whatever the protein is, E. coli 

should always be the first expression host 
examined [4]. Nevertheless, in reality, up 
to now, a large number of foreign proteins 
cannot be expressed at desirable levels in 
soluble form [5]. For instance, up to 80% of 
nonmembrane proteins expressed by E. coli 
were unsuitable for further structural stud-
ies due to their low solubility, on the other 
hand, over 90% of potential pharmaceutical 
proteins were terminated at an early stage of 
clinical development, solely owing to their 
low solubility [6]. Clearly, there is a real need 
in the industry to develop rational methods 
of predicting expression and solubility levels 
for protein production in E. coli to avoid this 
significant cost in time and resources.

Nowadays, delivering a robust bioprocess 
from DNA to a sophisticated manufactur-
ing process in a timely and cost-efficient 
manner is one of the top priorities for bio-
process scientists [7,8]. However, it is common 
to encounter problems of low and insoluble 
protein expression, and as a direct result, 
the time-consuming process development 
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phase may end up as a dead end. Therefore, in order 
to improve the efficiency of process development, it 
is essential to evaluate the processability of a candi-
date protein before implementing expensive Quality 
by Design-driven process development [9]. To make 
this a reality, deeper understanding of the relation-
ships between biophysical and biochemical features 
of foreign proteins and their soluble expression levels 
have to be obtained. Unfortunately, to date, very few 
systematic investigations into these correlations in 
E. coli processes have been reported. By contrast, from 
the perspective of bioinformatics, tremendous efforts 
have already been made towards developing statistical 
correlations between the amino acid (AA) sequence-
derived features of a foreign protein and its solubility 
in an E. coli host based on the levels of protein soluble 
expression [10,11]. It is difficult to find any successful 
application of these statistically based models being 
used to guide an actual process development in bio-
pharmaceutical industry [6,12–14]. The apparent mis-
match between the progress in predictive modelling 
and its practical implementation in bioprocess develop-
ment is very surprising. We feel there is a pressing need 
to fill the gap between the published bioinformatics 
theories and their potential application in an industrial 
environment. Properly deployed, the predictive mod-
elling approach could lead to enhance process devel-
opment and minimize the dead end of development 
cycles as described above, significantly improving the 
efficiency of bioprocess development.

The present review will critically discuss current 
achievements of computational approaches to develop-
ing mathematical prediction models for soluble protein 
expression in the E. coli host, addressing the challenges 
of implementing large-scale proteomics studies ini-
tially. Accordingly, this review presents a comprehen-

sive discussion of several established bioinformatics 
tools, which may be able to guide process development 
strategies for soluble expression of therapeutic proteins 
in the E. coli host. The potential applications and 
opportunities in today’s Quality by Design driven-pro-
cess development of therapeutic proteins offered by rig-
orous soluble expression prediction tools developed by 
bioinformatists will also be critically evaluated here. It 
is suggested that better and wider understanding of the 
potentials of predictive models of soluble expression of 
proteins in E. coli could facilitate the improvement of 
soluble recombinant protein production  processes in 
the future.

Challenges in process development for 
soluble protein expression
From a process development viewpoint, heterologous 
protein expression in E. coli is a multidimensional pro-
cess. As outlined in Figure 1, the protein expression-
related determinants can fall into four categories – 
that is, gene, vector, host cell and cultivation process. 
Many approaches addressing one of the four groups 
of variables have been conducted aiming at improve-
ment of the soluble expression level. Common strate-
gies include using weak promoters and reducing E. coli 
culture temperature [15,16], coexpression with molecu-
lar chaperones [17,18], fusion with solubility enhancing 
tags [19], site-directed molecular evolution method [20] 
and structure-guided molecular mutagenesis if a 3D 
structure is available [21]. These efforts are actually 
very time consuming, costly and the success rate has 
also been relatively low [22]. In addition, they mainly 
concentrated on the host cells themselves at the lev-
els of genetic manipulation or optimization of critical 
 process parameters.

Since maximizing heterologous protein soluble 
expression is, in principle, a problem of multivariate 
optimization, bioprocess development has been driven 
primarily by a ‘trial and error’ approach [23,24], usu-
ally screening as many constructs as possible, using 
available expression components including plasmids, 
promoters, signal sequences, ribosome binding sites 
and so on to select an ‘ideal’ construct [16,25], and sub-
sequently identifying critical process attributes that 
could impact upon productivity of the construct. 
This widely adopted approach clearly implies that the 
feasibility of implementing a very costly and time-
consuming bioprocess development to produce target 
proteins using an E. coli host will not be known until 
at least one cycle of trial and error is performed. Con-
sidering the continuously growing throughput and 
cost of process development of protein drug candidates 
in today’s biopharmaceutical industry [7,26], there is a 
pressing need for predicting the challenges in protein 

Key Terms

Amino acid sequence-derived features: Chemical, 
physical and biochemical characteristics of a given protein 
in terms of its amino acid sequence and composition.

Bioprocess development: Establishing a manufacturing 
process of biopharmaceuticals, including cell culture or 
fermentation, downstream processing and formulation. In 
this article, it specifically refers to the establishment of a 
recombinant Escherichia coli cultivation process.

Mathematic prediction model: A mathematic correlation 
between variables (e.g., amino acid sequence-derived 
features of the target protein) and responses (e.g., soluble 
protein expression established and validated by machine 
learning technology).

Escherichia coli culture: A microbial cultivation process 
using E. coli as the host cell, normally performed in a 
well-controlled bioreactor for manufacturing heterologous 
proteins, for example, therapeutic agents.
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Figure 1. Four groups of variables, gene, vector, host cell and fermentation process, influence the levels of 
 heterologous protein expression in Escherichia coli processes. 
AA: Amino acid; GRAVY: Grand average of hydropathicity; MW: Molecular weight; pI: Isoelectric point; RBS: Ribosome 
 binding site; uORF: Upstream open reading frame.
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soluble expression based on protein characteristics, so 
as to reduce the number of cycles of trial and error in 
the early stages of process development. Although this 
may not reduce the inherent costs of clinical trials, it 
could significantly speed up the whole process from 
DNA to product launch by lowering the risk of process 
 development failure.

Despite being widely applied, the trial and error 
procedure has been considered as a major obstacle 
in shortening the length of the process development 
cycle, nevertheless, consistent, accurate and practicable 
predictive models of protein solubility and expression 
level on the basis of intrinsic characteristics of heter-
ologous proteins have still not been employed in this 
context industrially [27]. The lack of understanding of 
this makes it almost impossible to predict the chance 
of achieving successful protein expression in E. coli 
via analyzing the nature of target protein itself, using 
such information as AA sequence and AA composi-
tion. Interestingly, bioinformatics studies have already 
shown that primary sequence characteristics have great 
impact on protein overexpression in E. coli [28]. To 
explore this relationship further, some useful bioinfor-
matics prediction tools have been established, such as 
the Wilkinson-Harrison prediction model [29], mul-
tiple linear regression fit model [30], solubility index-

based model [13], support vector machine (SVM)-
based model [31,32], PROSO model [12], SOLpro model 
[33] and PROSO II [14]. One recent review critically 
summarized the strengths and limitations of seven 
proposed protein solubility prediction tools in terms of 
prediction accuracy, Matthews correlation coefficient 
and data size of studies [22]. The discussion focused 
on interactions between sequence-based features and 
soluble expression levels, aiming to summarize exist-
ing guidance rules about rational mutagenesis, increas-
ing the efficiency of directed mutagenesis, and reduc-
ing time and labor consumption when expressing 
 heterologous proteins in E. coli.

These bioinformatics models may well have demon-
strated the possibility of enhancing heterologous pro-
tein production via in silico experimentation. By utiliz-
ing the bioinformatics tools, the time-consuming ‘trial 
and error’ procedures involved in the in situ experi-
ments may potentially be reduced significantly. It is 
reasonable then to ask why these approaches have not 
been used for that purpose. In part, it may be lack of 
awareness, in that process, engineers may be unaware 
of these ‘theoretical’ prediction tools, and also these 
prediction models may not be universally applicable to 
all proteins, and may have to be limited within certain 
categories of proteins. These are probably the reasons 
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why it is hard to see any successful application of the 
prediction models in process development for thera-
peutic protein expression. The present authors feel that 
it is highly desirable to build a bridge between the two 
areas.

Protein characteristics determining protein 
soluble expression levels
It has been widely accepted that a protein’s AA 
sequence and AA composition can significantly influ-
ence how proteins fold and function, and even how 
they are expressed in host cells [34]. However, when 
attempting to build up mathematical models to quan-
titively describe this kind of correlation, selecting avail-
able characteristic variables of a target protein can be 
a challenging task, mainly due to the large number of 
possible AA compositions and protein sequences, the 
availability of multiple codon usage and subsequent 
mRNA features. Furthermore, the correlation may 
also be affected by the combination of plasmid gene 
chosen for vector construction [20,32]. These variables 
can all play critical roles in determining soluble expres-
sion level following the process of protein expression in 
host cell (refer to Figure 1).

Considering the complexity of the situation, most 
computational methods used for predicting soluble 
expression levels employ scoring functions, which 
quantify the propensities of a protein’s AA sequence or 
AA composition, codon index, such as codon adapta-
tion index (CAI) and mRNA features, such as mRNA 
thermal dynamic stability [35]. For instance, one of the 
early studies adopted six AA composition-derived vari-
ables to disclose the causes of inclusion body forma-
tion based on a database with 81 recombinant proteins 
[29]. Davis et al. successfully screened a carrier protein, 
which could improve either solubility or expression level 
of target protein by using Wilkinson-Harrison predic-
tion method [36]. Whatever the cluster of variables the 
previous works focused on, a common practice is to 
make all other variables as identical as possible. This 
strategy could lead to a reliable correlation model, but 
conversely may reduce the model’s universality. Table 1 
summarizes some variables of intrinsic characteristics of 
target protein that have been used in previous studies.

Codon bias effects
To establish robust and accurate statistical predic-
tion models for soluble protein expression level, the 

Table 1. Intrinsic characteristic variables of heterologous protein adopted for building up predictive 
models from previous studies.

Variables set Variable description Impact on 
solubility (+/-)† 

Ref.

Codon 

CAI Codon adaptation index 0 [37,38]

mRNA

FE Folding energy of the secondary structure of the 
initiation region

- [37]

Amino acid

pI Average isoelectric point 0 [39]

MW Molecular weight 0 [39]

Length Total number of amino acid residues - [40]

DE% Negative-charged composition + [13,29,40–42]

GRAVY Grand average of hydrophobicity - [28,39–40]

Ser% Serine composition - [6,40]

Cys% Cysteine composition - [29,40]

Arg% Arginine composition - [28]

Lys% Lysine composition +/- [6]

Leu% Leusine composition - [28]

Ile% Isoleusine composition + [28]

Asn% Asparagine composition 0 [6]

Gln% Glutamine composition 0 [6]

Thr% Thrionine composition 0 [6]

†’+/-’ means positive/negative inf﻿luence on solubility expression. ‘0’ indicates no significant inf﻿luence.
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potential effect of AA codon bias has to be eliminated 
first, since it has been consistently concluded that rare 
codons, which are infrequently used by E. coli, con-
tributed strongly to the formation of inclusion bodies, 
which further implies the reduced soluble expression 
level of the target protein. An index quantifying rare 
codon content, the CAI, was used to measure the bias 
of codon usage of host cell [43]. However, this widely 
accepted rule has been challenged recently. Kudla 
et al. constructed a synthetic library of 154 genes that 
encoded the same enhanced green fluorescent pro-
tein (eGFP) but varied randomly at synonymous sites 
[37]. The expression levels varied 250-fold across the 
library, which could be explained by mRNA folding 
energy near the translational start site, whereas codon 
bias had little effect on mRNA and level of expressed 
eGFP. Welch et al. generated two sets of 40 genes vari-
ants encoding a single chain antibody and a DNA 
polymerase [38]. When they were expressed in E. coli, 
the protein expression level varied from 0 to 30% in 
terms of intracellular protein. This observation was 
consistent with the study of Kudla, and they did not 
find any significant impact of CAI on the protein 
expression level. Simultaneously, they pointed out that 
preferential codons were predominantly those trans-
lated efficiently during AA starvation, not codons 
that are most abundant in highly expressed E. coli 
proteins. In addition, they did not see any correlation 
between stability of mRNA secondary structure near 
the translational start site and expression level. Supek 
et al. [44] compared the two studies by reanalyzing the 
data through a SVM-based method, they came to the 
conclusion that codon usage was relevant for protein 
levels if the 5́  mRNA structure is not strong. It must 
be emphasized that codon usage means neither CAI 
nor codons used at highest frequency in the genome 
or in the highly expressed gene subset of the host [35]. 
Therefore, it is not valid to simply draw the conclu-
sion that rare codons have little influence on expression 
level. In fact, a higher CAI value is positively correlated 
with faster growth [37] and the impact of rare codon is 
greater when they are clustered [45].

mRNA properties
The protein expression process proceeds from gene 
to protein via transcription and translation, and in 
the process, mRNA is an intermediate molecule, its 
properties being inherited from codons’ character-
istics, and thus it can have powerful impact on the 
translation process. As an immediate result, mRNA 
features and consequent translation rate can determine 
protein expression to a substantial extent. GC content, 
one feature inherited from the codon characteristics, 
has been proved to be positively correlated with tran-

scription initiation efficiency and concentration of 
mRNA, but have little effect on expression levels of 
the target protein [46]. Folding energy is an important 
feature of mRNA, strongly correlated with translation 
efficiency. Kudla et al. found that a weak secondary 
structure near the start codon led to high expression 
levels [37]. Bandmann et al. developed a mutation 
library of TrpL-fused eGFP proteins mutated at the 
first eight AAs and then studied the influence of differ-
ent kinds of start codons on translation initiation rate 
[20]. They found that ATG was the best start codon, 
consistent with another observation that also surpris-
ingly found a high translation initiation rate for the 
less frequent GTG codon [47]. The integrated nature of 
these features makes it difficult to perform truly iso-
lated studies of any one of these single variables, but 
not impossible. It needs much more comprehensive 
and systematic experimental design to eliminate the 
potential  interferences.

AA composition of protein
Wilkinson and Harrison analyzed the correlations 
between six sequence-based features (variables) – that 
is, average charge, turning-forming residues fraction, 
cysteine fraction, proline fraction, hydrophilicity and 
total number of AA residues, and the soluble over-
expression level of 81 recombinant proteins in E. coli 
[29]. Since this pioneering work, several other studies 
have found strong relationships between protein pri-
mary structure characteristics and solubility, and iden-
tified much more sequence-based variables at the AA 
level, which could influence protein expression nota-
bly, including isoelectric point (pI), molecular weight 
(MW), total number of residues (length), hydropho-
bicity, each AA content and negatively charged AA 
percentage content in total AA number. For instance, 
Luan et al. expressed 10,167 open reading frames of 
Caenorhabditis elegans with one expression vector and 
one E. coli strain [39]. Among the successfully expressed 
4854 open reading frames, average pI and MW of the 
protein had no significant influence on expression 
level. However, protein length had a negative influence 
on protein solubility, which may be due to an increased 
misfolding rate with increasing length. A further study 
drew the conclusion that proteins with more than 
400 AA residues were hard to express [40].

Protein solubility increases with increasing net 
charge, either positive or negative [29]. Kiefer et al. 
found that the increased amount of positive charged 
AAs in loop regions was beneficial to expression lev-
els [30]. Bertone et al. came to the conclusion that high 
content of negative-charged residues – that is, the con-
tent of aspartate (D) and glutamate (E) residues, led to 
a high probability of soluble expression [41], especially 



258 Pharm. Bioprocess. (2014) 2(3) future science group

Review    Dai, Guo, Long et al.

the content of glutamate [13]. The percentage of DE 
(aspartate and glutamate) mentioned in these works 
was greater than 18%, consistent with the results of 
Christendat et al. [42]. However, in another report, the 
DE percentage was 10.8% [40]. One explanation of 
the increased soluble expression level with increasing 
amount of charge is that highly charged AA residues 
interact favorably with solvent molecules, which helped 
prevent their aggregation [13,40].

Grand average of hydropathicity, an indicator for 
average hydrophobicity of a protein, is inversely corre-
lated to protein soluble expression level [39,40]. Price et al. 
believed that the negative correlation with both expres-
sion level and solubility showed by hydrophobicity pri-
marily came from the positive influence of the charged 
residues including Asp, Glu, and Lys [28]. Solubility 
in aqueous solvents was observed to be enhanced by 
replacement of Thr at position 76 with Asp, Glu and Ser 
in ribonuclease Sa [6], indicating that certain AAs are 
critical determinants of solubility of specific proteins. 
Goh et al. found that Ser content is the most significant 
determinant of solubility, and is inversely correlated 
with solubility [40]. The mechanism of this phenomenon 
may be due to the ability of serine to form turns, as turns 
are the most difficult structures for proteins to form [29].

Based on physicochemical similarity, Arg and Lys, 
Leu and Ile would be expected to have similar influ-
ences on expression levels and solubility of protein. 
However, through large-scale experimental studies, it 
was found that Arg was significantly negatively corre-
lated with solubility, which may be partially attribut-
able to rare codons [28]. The influence of Lys on thte 
hsoluble expression level is complex. The positive 
charge of Lys is beneficial for soluble expression, but 
Lys showed a negative correlation with solubility as net 
protein charge increased [6]. Another unexpected result 
was that Leu and Ile showed different effects on pro-
tein expression and solubility. Leu showed the stron-
gest negative correlation, whereas Ile had a slightly pos-
itive correlation [28]. Cys content is slightly negatively 
 correlated with solubility, but not significantly [29,40].

To conclude, there are several rules available now 
for guiding rational mutagenesis aiming at improve-
ment of soluble expression level. First, Asn, Gln and 
Thr have no significant influence on soluble expres-
sion, and combined with their high possibility of 
being exposing to solvent as polar residues, these three 
kinds of AAs would be good targets for mutagenesis 
[6]. Another suggestion is that Leu to Ile or Val substi-
tution, Arg to Lys substitution at some position may 
improve soluble expression levels of target protein [28]. 
Additional bioinformatics analysis and experimenta-
tion is needed to uncover the mechanisms underlying 
these  substitutions, whether they are successful or not.

Challenges of prediction of soluble 
expression of proteins based on their 
characteristics
To establish a robust statistical model for predicting 
soluble expression levels of heterologous proteins from 
sequence-based variables can be challenging, not only 
because the protein expression is a multivariable pro-
cess, for example, variables related to the four levels at 
gene, vector, host cell and culture process [28,35], but 
also the methodology of model development adopted 
can affect the robustness of formulated models, which 
includes the method of data mining from public data-
bases and mega data analysis, design of mathematical 
model, and the size and nature of proteins used for 
model validation. Furthermore, potential interactions 
among various variables from the four different lev-
els may make the established predictive models not 
 applicable universally.

As stated in the section entitled ‘Protein character-
istics determining protein soluble expression levels’, 
codon bias, mRNA features and AA-derived variables 
actually all come down to protein intrinsic characteris-
tics. Therefore, there are numerous variables based on 
or derived from AA sequence. For instance, Vogel et al. 
analyzed 200 AA sequence-derived variables from 1000 
examined genes, trying to find out the relationships 
between these variables and protein abundance varia-
tion [46]. The potential variables involved in the process 
of soluble protein expression and procedure for a sta-
tistical prediction model are summarized in Figure 2. 
While developing a predictive model on the basis of 
AA sequence-derived variables, it is always critical that 
the variables of other three levels must be consistent, or 
ideally the inferences or interactions caused by changes 
in variables at the levels of vector, host, culture process 
should be carefully integrated into predictive models 
via delicately designed experiments. Without consid-
eration on variable interactions, the obtained predic-
tive models may not be applicable universally. This is 
especially critical if the predictive model is established 
using data mining from public databases.

Characteristic variables of protein & database
The first challenge of prediction model development 
may arise from the difficulty in determining the con-
tribution of each variable. The selection of variables 
is crucial for determining the performance of the 
machine learning algorithms [22]. Several efficiency 
algorithms used in recently studies include multiple 
linear regression [30], logistic regression [28], discrimi-
nant analysis [13], tree-based analysis [40,41], and the 
most widely used SVM-based method [12,31–33]. SVM is 
increasingly popular due to its high inherent ability to 
handle and process large amount of biological data [22]. 
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The mathematical approaches used in predictive mod-
eling of protein soluble expression are more widely dis-
cussed in the section entitled ‘Correlations between AA 
sequence-based variables & soluble expression levels’.

On the other hand, the expression level of a protein 
is a function of gene transcription rate, mRNA stabil-
ity, mRNA translation and protein degradation rate 
[28]. Furthermore, these four variables are not working 
independently of each other and interaction among 
them exists, which makes it even harder to classify the 
variables. For example, rare codons may reduce trans-
lation rate, which may lead to low production, but 
simultaneously a slow translation rate is beneficial to 
the folding process, which may produce a high level of 
soluble expression. How to quantify this sort of input 
in the model must be carefully considered.

In addition to AA sequence-derived variables, vari-
ables related to expression vector, host cell and param-
eters of culture process are of importance in determin-
ing protein soluble expression levels [20,32]. Variables 
related to the host cell are growth characteristics, 
protease deficiency, intracellular redox environment, 
efficiency of protein secretion and so on. Variables 
connected with structure of the vector include back-
bone of plasmid, promoter, operator, antibiotic-resis-
tance gene and so on [48]. Cultivation process-related 
parameters are normally culture temperature, culture 
pH, medium composition, inducer concentration and 
even feeding strategies and so on [49]. In fact, up to 
now, it is rare to see any studies took those groups of 
parameters into consideration while developing AA 
sequence-based prediction models for soluble protein 
expression level. The lack of inputs of variables related 
to vector, host cell and culture process, makes the 
established prediction models unable to demonstrate 
broad potential application in process development. 
There are probably two main reasons that have led to 
the current limited practical utility of the established 
prediction models – that is, limited information on the 
protein expression process via the data mining from 
various accessible public databases and/or the practical 
difficulty of implementing a large set of experiments to 
conduct a comprehensive investigation.

There are two approaches to collecting data as the 
basis for modeling, from publicly accessible databases 
or experimentation. However, results from the public 
database cannot guarantee consistent culture condi-
tions, which is deleterious to prediction accuracy and 
model robustness. By contrast, fermentation of large 
numbers of constructs with differing genetic make-ups 
is highly labor intensive. Very often, expensive high-
throughput technology-based robotic automated oper-
ation has to be used to ensure reliable data acquisition 
in this context [39].

Correlations between AA sequence-based 
variables & soluble expression levels
As discussed above, a large amount of variables at three 
levels – that is, codon usage, mRNA and AA character-
istics, can significantly influence the soluble expression 
levels of proteins. In principle, the features of target 
protein itself can fall into three groups as illustrated 
in Figure 3. The first group is AA composition, includ-
ing frequencies of single AAs, dipeptides and tripep-
tides [12]. The AA composition is known to influence 
the folding kinetics of the protein, which affects the 
solubility of protein indirectly [31]. The second cluster 
of variables is secondary structure features, includ-
ing number of turns, disulfide bonds, α-helixes and 
β-sheets. Peptides having a high content of Asp, Asn, 
Pro, Gly and Ser tend to form turns, which are the 
most difficult structures to form and this accordingly 
decreases folding rate [29]. The number of disulfide 
bonds largely affects the correct folding rate of pro-
tein due to the difficulty of forming disulfide bonds in 
the reducing environment of cytoplasm of E. coli [10]. 
It was also found that in inclusion bodies, there is a 
higher proportion of β-sheets than in soluble proteins 
[13]. For global characteristics of protein, length of pep-
tide and MW are indicators of protein size, and pI, 
charges, grand average of hydropathicity and aliphatic 
index represent the interaction between proteins and 
solvent. Solubility is the net result of various variables, 
and the weight of each variable is different among 
different databases. Therefore, choosing the main 
variables is critically important when establishing a 
 statistically based prediction model.

Mathematical methodology for model 
establishment
Mathematical methods widely applied in protein 
solubility and soluble expression level prediction 
can be roughly grouped into regression-based and 
 classification-based methods.

Regression-based methods
Regression analysis is a statistical technique for esti-
mating the relationships among variables. It helps one 
understand how the dependent variable (response) var-
ies with one or more independent variables (factors). In 
the context of protein solubility, the response typically 
refers to the expression level [28,30] or solubility level 
[10,28] and the factors include, for example, AA compo-
sition, secondary structure and global factors (Figure 2). 
The simplest form of regression is linear regression 
where the dependent variable is a linear combination of 
the independent variables. When the number of inde-
pendent variable is more than one, the regression model 
is called multiple linear regression. Formally, given p 



260 Pharm. Bioprocess. (2014) 2(3)

Figure 2. General process of developing predictive models of soluble protein expression. A computer algorithm 
was used to identify AA-derived variables, which affected protein expression levels significantly based on the data 
bank. The prediction model can be applied for predicting protein expression levels based on gene sequences, if 
the validation process after model development was reliable, otherwise the model should be rebuilt from the 
beginning. 
AA: Amino acid.
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independent variables (factors) and n observations (e.g., 
number of proteins), the dependent variable (response) 
of the ith protein could be modeled as:
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Note that when p = 1, it is called linear regression 

and when p ≥ 2, it is named multiple linear regression. 
The objective of algorithms of this kind is to minimize 
β

i
  when estimating y

i
. The coefficient α

i
, also called 

the weight of the variable x
i
, describes the importance 

of x
i
 – that is, the higher it is, the more important the 

feature x
i
 is in explaining the response y

i
. This has been 

used practically in identifying the determinant of pro-
teins’ solubility. For example, a study on the expression 
of eleven G-protein-coupled receptors in E. coli using a 
multiple linear regression model revealed that positive 
charge content is the major determinant of the expres-
sion level of proteins as such (44% variation in expres-
sion levels is attributable to positive charge content) [30].

Logistic regression is a type of ‘regression’ that is used 
to predict a binary response from one or more features or 
factors. Specifically, the dependent variable is modeled 
by the explanatory variables using a logistic  function:

y
e1
1

( )i xi=
+ r-c m

where, 
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and x can take on any values between negative 

and positive infinity. Thus, logistic regression is also 
a type of probabilistic statistical classification model, 
and commonly used to describe the possible outcome 
of a categorical dependent variable. In protein solu-
bility or soluble expression level prediction, logistic 
regression could be used as a classifier to distinguish 
soluble and insoluble proteins, and the output proba-
bilistic values could be interpreted as the solubility 
score. As with all the other regression models, these 
coefficients (x

i
) could be used to identify important 

features affecting 
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Figure 3. Three groups of variables derived from amino acid sequence and amino acid composition that are 
involved in the development of prediction model towards soluble protein expression level. 
AI: Aliphatic index; COG: Clusters of orthologous groups; GRAVY: Grand average of hydropathicity; 
MW: Molecular weight; pI: Isoelectric point.
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( )xir , which here refers to: 

log
y
y
1 i

i

-
c m

 – that is, the logarithm of the 
odds ratio of variable y

i
. In the model built by Diaz 

and his coworkers, y
i
 is the probability of a protein 

belonging to one group (soluble or insoluble), and 32 
features were used to build the model [10]. In another 
report [28], single logistic regression was run to evaluate 
the correlations between each of three outcome vari-
ables (i.e., expression, solubility and usability) and 72 
input variables calculated from the protein sequence. 
Both proportional odds ordinal logistic regression and 
binary logistic regression were used, with the first run 
for expression and solubility (y

i
 is the probability that 

the outcome is less than or equal to a given threshold), 
and the second run for usability (y

i
 is the probability 

of having a positive outcome). With methods as such, 
Price et al. reported a correlation between decreasing 
hydrophobicity and higher expression solubility [28].

Classification-based methods
Classification methods used in the prediction of sol-

uble expression levels typically involve discriminant 
analysis, decision tree and SVM. Discriminant anal-
ysis is similar to logistic regression as it also predicts 
a categorical-dependent variable using one or more 
continuous or binary-independent variables. It works 
by creating one or more discriminant functions – 
that is, forming a new latent variable for each linear 
combination of features. The number of discriminant 
functions is N-1, where N is the number of either 
groups or features, whichever smaller. Each discrimi-
nant function maximizes the group-wise difference 
on that function and is uncorrelated with any of the 
other functions. With these discriminant functions, 
the algorithm finds the best region for each group 
to minimize the classification error. A discriminant 
score is assigned to each function to determine how 
well it predicts the grouping. When each discrimi-
nant function contains only one feature, such scores 
could be used to evaluate the importance of each 
factor in determining the response such as proteins’ 
solubility. By investigating six variables potentially 
affecting proteins’ solubility in E. coli, charge aver-
age and turn-forming residue fraction were found to 
be critical in determining inclusion body formation 
[29]. A study investigating the relationship between 
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the primary structure and solubility on overex-
pression delineated a positive correlation between 
thermostability and solubility of proteins, and an 
inverse correlation between the in vivo half-life and 
solubility of proteins using discriminant analysis 
[13]. Also reported in their study is the influence of 
AA (Asn, Thr and Tyr) composition and the tripep-
tide frequency of a protein on its solubility during 
 overexpression in E. coli [13].

Decision tree is a classifier that conjuncts features 
that lead to a response using a tree-like model. In a 
decision tree, each branch represents the outcome of 
evaluation by a feature, and each leaf node represents 
a group. The algorithm for constructing a decision 
tree usually works top-down, by choosing a feature at 
each step that best splits the data according to certain 
metrics. Typically, maximization of the decrease in 
an impurity measure such as the residual mean devi-
ance is used for feature selection to ensure the best 
splitting. The size of the decision tree varies with the 
order of features used, and growing a tree runs the risk 
of overfitting the data. Thus, pruning is needed after 
splitting the nodes. For this, a common strategy is to 
choose the smallest tree whose error rate performance 
is closest to the minimal error rate of the original tree 
[41]. The order of the features used for node splitting 
reflects their importance – that is, the earlier the vari-
able is, the more response it explains. By exploring 42 
features including AA composition, secondary struc-
ture and occurrence of low complexity regions using 
decision trees, a number of key rules were extracted 
that could significantly affect a protein’s solubility 
and propensity to crystallize [41]. In particular, soluble 
proteins tend to have significantly more acidic resi-
dues and fewer hydrophobic stretches than insoluble 
ones [41]. These results are consistent with the findings 
in Luan et al.’s work [39], where hydrophobicity of a 
protein was found inversely correlated to its solubil-
ity by analyzing 34 variables using decision trees. A 
study conducting tree-based analysis on 49 protein 
features reported five determinant properties on a 
protein’s amenability to high-throughput experimen-
tation – that is, conservation across organisms, per-
centage composition of charged residues, occurrence 
of hydrophobic patches, number of binding partners 
and length [40].

SVM is a model that classifies data by maximizing 
the margin between different groups using hyper-
planes. Specifically, given p features, a data point is 
viewed as a p-dimensional vector, and a SVM is a 
(p-1)-dimensional hyperplane that creates the larg-
est margin between any two classes. Using kernel 
functions, SVMs map the original data into a higher-
dimensional feature space to make them nonlinearly 

separable. SVM has been gaining increasing popu-
larity over other classification methods in biological 
data interpretation [50,51] due to its efficiency in han-
dling noise and large datasets [52]. Six physicochemi-
cal properties together with residue and dipeptide 
compositions were used to develop a SVM classifier 
to predict the propensity of a protein to be soluble 
or to form inclusion bodies, with approximately 
72% accuracy being achieved [31]. Numerous efforts 
have been made to improve the prediction accuracy 
of SVM, leading to the development of many devia-
tions of SVM-based methods. For example, three 
SVM-based methods, namely flatSVM, nestSVM 
and hierSVM, were designed and evaluated in Chan 
et al.’s work [32], where the expression level prediction 
of recombinant fusion proteins was investigated as a 
three-class classification problem – that is, soluble, 
insoluble and nonexpression. These SVM algorithms 
differ in their treatment of the relational structure of 
these expression groups – that is, no structure holds 
in flatSVM, ‘soluble’ and ‘insoluble’ are nested in 
‘expressed proteins’ using nestSVM, and a hierarchi-
cal relationship exists in hierSVM. The significantly 
improved accuracy of flatSVM (88.91%) compared 
with the other methods proved the equivalence of 
the three status regarding protein solubility and sol-
uble expression level. Other deviations may combine 
SVM with other techniques. For example, a naive 
Bayes classifier was used in a research to aggregate 
information from primary SVM classifiers, which 
improved the overall separation power and made the 
whole method less prone to overfitting [12]. In addi-
tion, efforts have been made to improve the predic-
tion accuracy by sequentially implementing SVM to 
optimize the results [33].

Potential application of prediction models in 
process development
The feasibility of using a statistical model to predict sol-
uble expression level of target protein prior to launch-
ing the expensive and time-consuming process devel-
opment totally depends on the methodology applied 
for model establishment. These critical factors related 
to model development, as stressed above, include if the 
variables of culture process were integrated into the sta-
tistical model, if the nature of proteins in the learning 
database is close enough to the target proteins, if the 
size and nature of the protein database for model vali-
dation is appropriate and if substantial experimental 
data has been inputted into the models.

Diaz et al. conducted a literature search-based inves-
tigation to find soluble and insoluble expressed pro-
teins in E. coli regardless of the focus of original works 
[10]. Only proteins expressed at 37°C without fusion 
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proteins or chaperones were considered, and mem-
brane proteins were excluded for their model develop-
ment, but the interaction or direct effects from the host 
cell and vector on soluble protein expression were not 
considered for the establishment of prediction model. 
Smialowski et al. investigated the correlation of pro-
tein soluble expression level with protein AA-derived 
variables via the TargetDB database [53], which stores 
AA sequences and experimental progress information 
of proteins [12]. For each protein, TargetDB lists its 
current experimental status, such as selected, cloned, 
expressed, purified, soluble, crystallized and so forth. 
They divided all proteins into TargetDB-Soluble and 
TargetDB-Insoluble. Once again, the process related 
parameters were not included at all. Similarly, Idicula-
Thomas and Balaji [13] searched the NCBI database for 
procuring protein sequences for the various data sets 
created in their study. The Swiss-Prot database com-
prised 162,780 proteins and was used to calculate the 
natural frequency of occurrence of AAs, dipeptides 
and tripeptides in their models. The remarkable varia-
tion of expressed proteins at the levels of vector, host 
cell and process obviously affect the results of protein 
soluble expression had not been integrated into the pre-
diction model. The absence of this information cer-
tainly limits the potential application of these models 
in reality.

On the other hand, some prediction models were 
developed based on purely experimental work. For 
instance, Trevino et al. performed a systematic inves-
tigation into the relative contributions of all 20 AAs 
to protein solubility and soluble expression level [6]. A 
total of 20 variants at the completely solvent-exposed 
position 76 of ribonuclease Sa were made to compare 
the contributions of each AA. Surprisingly, it was found 
that there was a wide range of contributions to protein 
solubility even among the hydrophilic AAs. Kiefer 
et al. performed an investigation into prediction of 
expression levels of G-protein-coupled receptors from 
sequence [30]. Only 11 protein mutants were studied. 
Despite the fact that in the study AA sequence-derived 
variables had been identified as major determinants of 
expression level, these observations cannot be extended 
to other proteins, due to a very limited number of pro-
teins that were actually expressed and used for model 
development.

Considering the complexity of the intrinsic charac-
teristics of proteins, one practical approach to develop-
ing prediction models for protein soluble expression is 
to build a model only addressing a specific category of 
proteins – that is, the learning group and validation 
group of proteins should fall into the same category as 
the target proteins, which are intended to be expressed. 
For instance, domain antibody (dAb), which is the 

variable region of the light chain or heavy chain of 
the IgG molecule with approximately 100 AAs, the 
smallest domain that retains binding capacity [54] has a 
highly conserved AA sequence, whose only difference 
occurs within cmplementarity-determining regions. 
This kind of molecule is normally expressed in the 
E. coli host [55], and has already exhibited great prom-
ise as a new category of therapeutic protein [55,56]. It is 
possible that even one or two AA replacements in such 
a sequence would lead to a significant change in soluble 
expression levels. Therefore, if the correlations between 
AA sequence-derived variables and soluble expression 
level is established and validated on the basis of a dAb 
mutant library, the obtained prediction model will 
have great potential to guide process development for a 
new dAb molecule.

With the unremitting effort, there are indeed 
some successful examples utilizing prediction models 
to predict the solubility of proteins [57] and protein 
soluble expression level [36]. These achievements will 
encourage more computational models to be explored 
and applied for accelerating process development of 
 heterologous protein expression.

Future perspective
Statistically based models that predict protein soluble 
expression levels are growing rapidly in sophistication 
and in their ability to cope with high levels of com-
plexity in large biological datasets. The use of SVM 
in such modelling has been very productive in help-
ing understand which variables of proteins influence 
soluble expression level. However, the challenge in 
making such predictive models practicable and useful 
in bioprocess development essentially centers around 
the integration of experimentally derived informa-
tion into such models about other factors influencing 
expression, which are not usually included or consid-
ered in model formulation to date. As the ability of 
bioprocess development teams in industry to gather 
such data in a realistic time frame is augmented by 
greater use of high-throughput robotic systems and 
effective data management, and these datasets are 
integrated into hybrid predictive models, the power 
to extract useful comprehensible information will be 
far greater and the practical utility of such models in 
examining the processability of a protein much earlier 
in the development cycle will be established. At that 
point, the only restriction on the practical deployment 
of such models as an additional process development 
tool will be lack of awareness of their potential. This 
review is aimed at increasing the level of awareness of 
this approach via clear discussion of its current status, 
and indicating the kind of research needed to advance 
its practical utility.
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Executive summary

Challenges in process development for soluble protein expression
•	 Maximizing soluble expression of heterologous protein is a very challenging task in multivariate optimization. 

Currently, the process development has been driven primarily by the ‘trial and error’ approach, which, 
however, requires screening as many constructs as possible to develop the optimal strain using available 
expression components. Thus, it is not possible to be aware of the feasibility of implementing a very costly and 
time-consuming bioprocess development to produce target proteins in the Escherichia coli host until at least 
one cycle of trial and error is performed. Thus, statistical models predicting the soluble expression level of 
target protein based on features derived from its amino acid (AA) sequence will be an ideal solution towards 
this challenge.

Correlations between AA sequence-based variables & soluble expression levels
•	 The AA sequence and composition of a protein can significantly influence its folding, function and even 

how they are expressed and secreted in host cells. Tremendous efforts have been made towards developing 
statistical correlations between the AA sequence of a foreign protein and its soluble expression levels in the 
E. coli host. In reality, it is difficult to obtain a universal and robust correlation. This is because heterologous 
protein expression in E. coli is a multidimensional process, and the total protein expression-related 
determinants consists of four factors – that is, gene, vector, host cell and cultivation process, which could 
interact with each other.

Prediction of soluble protein expression in E. coli based on the AA sequence of the target protein
•	 Completing R&D process from DNA to a robust manufacturing process in a timely and cost-efficient manner 

is the top priority for pharmaceutical bioprocess scientists. It is, thus, essential to evaluate the processability 
of a candidate protein before implementing expensive Quality by Design-driven process development. The 
mathematical prediction models, conventionally developed by computational approaches based on features 
derived from AA sequence, can help minimizing the dead end of development cycles and significantly 
accelerate the process of bioprocess development.
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