Challenges and limitations of quantifying brain connectivity in vivo with diffusion MRI

This article addresses whether or not diffusion MRI, a noninvasive technique that probes the microstructural aspects of tissue, can be used to quantify the white matter connectivity of the human brain in vivo. It begins by studying the motivation, that is, the increasing trend to look at ‘functional connectivity’ in the brain, which implies that the brain operates as a distributed network of active locations. A brief summary of diffusion MRI and fiber tracking is given and the early applications of diffusion MRI to study connectivity are reviewed. A close and critical inspection is then made of the limitations inherent in these different approaches, challenging the notion that it is possible to quantify brain connectivity in vivo with diffusion MRI. Finally, steps toward improving quantification of connectivity, by integrating information from other techniques, are suggested.
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**Background**

- **Functional networks**

It is increasingly recognized that to fully understand the function of the brain the ‘localizationist’ approach of yesteryear is no longer valid; rather, the brain must be considered as a distributed network of activity, with information exchanging constantly between different cortical and subcortical regions. Until recently, the focus of noninvasive neuroimaging research (and most invasive recording methods) had been on looking at brain ‘activity’, that is, increases in electrical activity (or their accompanying hemodynamic concomitants) within cortical and subcortical gray matter structures, using a range of techniques that include, but are not limited to, functional MRI, near-infra-red spectroscopy, electroencephalography, magnetoencephalography and invasive electrode recordings. Originally focused on determining which parts of cortex are ‘active’ during a task (compared with a resting or control period), analysis methods have now developed to look for synchronicity, temporal correlation or phase coupling of changes in signals in different parts of the brain. The rationale is that if temporal variations in the signals recorded at two or more locations are correlated then there must be some form of exchange of information between those regions – leading to the concept of ‘functional connectivity’ [1]. This form of analysis can be extended in several ways: by observing naturally occurring oscillations in brain activity in...
The brain ‘at rest’ (with the explicit assumption that the brain is not performing any particular task), coupling of signals between the same cortical regions has been reproducibly identified, which has led to the idea of ‘resting state connectivity’ [2,3]. Furthermore, the influence of input into a functional network can be modeled and used to predict the influence that activity in one cortical region has over activity in another in an approach that is labeled ‘effective’ connectivity [4]. These are just some examples of improved attempts to characterize the functional networks of the brain using noninvasive methods.

White matter

However, with few very exceptions, such analyses have not concerned themselves with the mechanism by which the information, which causes signals in different regions of the brain to be coupled, actually passes between those two regions (either via a direct or indirect pathway taking in other regions en route) and, put bluntly, seem to have a total disregard for anatomy. However, a glance at a standard structural MRI scan of the brain reveals that much of the brain (approximately 45%) comprises white matter, the predominantly myelinated axon bundles that originate in the neurons and carry electrical impulses between adjacent gyri and between different lobes of the brain. Thus, to fully understand the characteristics of a brain network and, therefore, to understand the operation of the brain as a whole (or even a subcomponent of it), the physical connections that mediate information transfer between different cortical regions must be characterized. A statement that serves perfectly as a motto for motivating the study of white matter connectivity comes from Marsel Mesulam, “nothing defines the function of a neuron better than its connections” [5]. (Thanks to Marco Catani, Institute of Psychiatry, London, UK for first alerting me to this phrasing.) However, until relatively recently, as highlighted by Crick and Jones’s commentary on the “backwardness of human neuroanatomy” [6], there were no methods available for looking at the white matter anatomy that could be safely used in vivo.

Diffusion MRI

Although insights into white matter anatomy can be garnered from painstaking and time-consuming invasive tracer methods, they are not extendable to the study of whole brains and clearly cannot be used in a research setting, prompting Crick and Jones’s commentary [6]. One technique that addresses this issue and has generated great optimism (and impressive results) is diffusion MRI. There are numerous reviews on the principles of diffusion MRI [7–11], and now several texts [12–14], so a detailed review and introductory references will not be given here. However, a sufficient summary of the principles is provided for readers new to the field.

Modifications to an MRI pulse sequence can enhance the sensitivity of the MRI signal to the microscopic (on the scale of 10 μm) motion of water molecules that is caused by thermally driven random motion (diffusion) such that the MRI signal becomes increasingly attenuated as the mean displacement of water molecules within the image voxel increases. The effect of tissue microstructure (e.g., cell membranes and macromolecules) serves to hinder the movement of water molecules, which, in turn, modulates the diffusion-weighted signal intensity. In tissue that appears randomly organized on the scale of the voxel (typically with dimensions of 1.5–2.5 mm), the reduction in the magnetic resonance signal caused by diffusion will be independent of the direction in which it is measured. However, in ordered tissue, such as axonal bundles, the motion of water molecules is less hindered along the bundle than in the perpendicular direction; leading to an orientational dependence of the signal loss. Different approaches to modeling the cause of this signal loss have been adopted in the literature, with the most popular being that the diffusion process can be modeled as having multimodal Gaussian behavior, and characterized by a single tensor model. From the tensor, several indices can be derived, including the orientationally averaged diffusivity and the fractional anisotropy (which characterizes the extent to which the apparent diffusion coefficient varies according to orientation). Furthermore, the tensor framework provides an estimation of the direction in which the diffusivity of the fitted tensor is greatest (i.e., the principal eigenvector). Such orientational information can be exploited to produce voxel-wise maps of fiber orientation or integrated to form continuous trajectories in a family of techniques collectively referred to as tractography. Tractography algorithms typically fall into two categories: deterministic (where, at each point in space, there is only one estimate of fiber orientation – usually based on the principal eigenvector – and a pathway is reconstructed by moving from point-to-point by following the principal eigenvector) and probabilistic (where, at each point in space, there is a distribution of possible fiber orientations – and pathways are propagated repeatedly through this field, each time
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The first suggestion that diffusion MRI might be used to probe white matter connectivity was made by Monte Buchsbaum, in which he drawing a random sample from the distribution of orientations—leading to a distribution of possible pathways between two points. Refinements in the analysis of diffusion MRI data have largely been in modeling the source of the signal variation in the presence of complex tissue architecture (e.g., fibers kissing, crossing, splaying, twisting and fanning), leading to techniques, such as diffusion spectrum imaging [15], q-ball imaging [16], spherical harmonic deconvolution [17], persistent angular structure MRI [18], models of diffusion, such as composite hindered and restricted model of diffusion (CHARMED) [19], and in the development of probabilistic algorithms.

In light of the dearth of previously available techniques for assessing white matter, and in a climate in which there is increasing focus on the brain as a connected network, it is easy to appreciate why diffusion MRI-based techniques have become rapidly adopted by the neuroscience and clinical research communities as a tool for probing/assessing white matter connectivity. How far can these methods be relied on and what are the limitations on using diffusion MRI to assess tissue connectivity?

What do we mean by ‘connectivity’?

One perennial problem that remains to be resolved is what is actually meant by ‘connectivity’ in this context. Whether or not connectivity can be measured could be perceived as a question of semantics. However, if referring to quantification of connectivity, as we are in this article, then a numerical scale on which connectivity can be assessed must be referred to. What numbers are appropriate? The number of axonal projections between two regions would seem to be one good measure; the more axonal connections between two regions, the more ‘connected’ they might be considered to be. This is viewing the concept from a purely structural aspect. However, the efficiency of, or capacity for, information transfer between two regions might also be considered. Relating back to earlier comments regarding functional connectivity, if two regions can communicate efficiently they may be deemed to be more ‘strongly connected’. In this case, the microstructural attributes of the tissue must be considered. The speed with which information can be propagated along a myelinated axon is related to its diameter, the density of axons, the internodal spacing of the myelin and the degree of myelination itself. Indices that provide quantitative insights into some of these metrics for whole brain are coming online [19–23], but are not yet routinely incorporated into assessment of brain connectivity. I would argue that the purpose of studying white matter ‘connectivity’ (maintaining this concept as an abstract form for the moment) is, ultimately, to understand the function of brain. Consequently, variation in whatever metrics are used to derive with must have concomitant variation in brain function—otherwise the metric is uninteresting and not useful. (The counter-argument that a metric that quantifies an aspect of white matter properties that can vary with absolutely no impact on brain functionality is still an interesting metric seems entirely illogical.) This caveat, therefore, for whether we can derive a useful index from diffusion MRI to quantify ‘connectivity’ is to be borne in mind in what follows.

Diffusion as a tool for quantifying brain connectivity

So can diffusion MRI be used to quantify brain connectivity? Certainly a survey of article titles in the literature (PubMed search terms: diffusion [title/abstract] and MRI [title/abstract] and connectivity [title]) would suggest that many people seem to have thought so at one point or another. In fact, the author of this article counts himself amongst these people, having written the first paper to satisfy these search terms [24]. (People in glass houses should not throw stones.) Looking through the early literature (1998 onwards), it appears that studies reporting to probe connectivity with diffusion MRI have fallen into two categories, those based on localized voxel-based metrics and those based on tractographic-based reconstructions of longer-range connectivity.

However, before discussing diffusion MRI, it is interesting to note that many previous studies have carried out voxel-based morphometric or simple region-of-interest-based studies of structural (i.e., T₁-weighted) magnetic resonance data that have revealed group differences in white matter volume or hyperintensity in different disease conditions. However, while such studies have discussed changes in white matter, in my opinion, these studies never posited the notion that connectivity was being probed. However, the authors of these studies were performing voxel-based assessments of the very stuff that mediates brain connectivity (i.e., white matter).

Voxel-based assessment of brain connectivity?
The first suggestion that diffusion MRI might be used to probe white matter connectivity was made by Monte Buchsbaum, in which he
looked for reductions in white matter anisotropy in schizophrenics compared with controls and compared such MRI results with those obtained from \(^{18}\)F-fluorodeoxyglucose PET [25]. This was achieved by taking a voxel-based morphometric approach (i.e., spatially aligning each individual dataset to a common reference space) and, on the assumption that each voxel in the aligned dataset corresponds to the same anatomical structure, performing a voxel-by-voxel group-wise comparison of anisotropy data (an approach that has since been adopted by many groups to study diffusion MRI data in a range of disease conditions).

Observing localized alterations in fractional anisotropy in the white matter passing between the putamen and frontal lobe, Buchsbaum and colleagues interpreted this finding as a ‘connection deficit’ and stated that “the diffusion anisotropy in the white matter fractional anisotropy (FA) [29]. Tuch et al. found a linear correlation between reaction time and FA, but this was a positive correlation (i.e., the higher the anisotropy, the longer the reaction time). This certainly goes against the idea that voxel-wise measurements of FA alone can provide a useful measure of efficiency of information transfer. However, this anomaly can be explained by the fiber architecture in the vicinity of the region that Tuch et al. found the significant correlation. In this region, there are two main fiber populations that merge at different orientations – those that come from the corpus callosum (potentially less interesting) and those that form part of the visual system. If the anisotropy and/or the volume component of the visual system fibers is increased, potentially improving efficiency of information transfer throughout the visual system, then the net result is a reduction in anisotropy in the vicinity of the interface of the callosal and visual fibers – much as in the regions of low FA in Figure 1. This serves as a very strong argument against the use of voxel-wise measurements of FA to make inferences on connectivity and capacity for information transfer.

Consider an alternative notion of ‘connectivity’, posited earlier, namely that this might reflect the number of axonal connections, then this further highlights inadequacy of voxel-based FA measurements. First, in a thought experiment, imagine that the myelination of a white matter bundle is selectively reduced, but all other attributes of the white matter are kept the same (axon density, diameter distribution and alignment, and membrane permeability), the anisotropy would definitely change but, based on the argument that ‘connectivity’ is the number of axonal connections to that region, the ‘connectivity’ would not change. Similar arguments can be applied to other changing attributes, such as the axon...
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Deterministic approaches

Shortly after the appearances of the first studies that made inferences on brain connectivity based on localized (voxel-by-voxel) diffusion measurements, attempts to map white matter pathways based on diffusion MRI appeared in the literature [24,30–32]. The initial fiber-tracking algorithms followed similar strategies by considering one estimate of fiber orientation (the principal eigenvector of the diffusion tensor) at the center of each imaging voxel and using this information to determine whether different points of the brain could be reached by following this orientational information. In such algorithms, only one estimation of fiber orientation is used at each point in space, so the tracking result is always the same when the tracking algorithm is run on the same data; hence, these approaches are called ‘deterministic’. The most popular deterministic algorithm is to follow ‘streamlines’ through the eigenvector field. This approach has produced very useful insights into ‘what is connected to what’. However, the output of these algorithms is always the same (i.e., whether or not there is a pathway through the data between two points in space). As such, the answer has a binary form: 0 = no pathway; and 1 = pathway. No more inferences can be drawn from the data, and certainly nothing more quantitative can be said about connectivity within an individual’s dataset. In other words, ‘connections’ but not ‘connectivity’ are being studied. Furthermore, there is absolutely no indication of the confidence that we can assign to a particular tracking result and, thus, all tracts are usually represented with a uniform color mapping (or perhaps encoding by the principal eigenvector orientation) (see Figure 2).

In other words, an erroneous and completely artifactual pathway that has no correspondence with the underlying neuroanatomy, is
as democratically represented as a reconstructed pathway through the data, which conforms exactly to the course of a major white matter pathway.

The adoption of enhanced visualization strategies, such as illuminated stream tubes [33], that give the tract reconstructions a palpable quality simply add to the impression that what the viewer is looking at is ‘real’ in some sense and, thus, a naïve viewer will regard all reconstructed pathways as equally trustworthy. However, errors in the reconstructed pathways, hidden by such visualizations, can lead to serious problems – especially when relied upon in neurosurgical interventions – as reported by Kinoshita et al. [34].

**Probabilistic approaches**

The main limitation of the streamline deterministic tracking approach with diffusion tensor MRI data is that it does not account for either systematic errors or stochastic errors in the prediction of fiber orientation. Regarding systematic errors, it is now widely accepted that in regions of complex fiber architecture (i.e., any architectural paradigm that deviates from a uniform fiber orientation, including crossing, twisting, splaying, bending and kissing fibers), the tensor model (and, therefore, the principal eigenvector) is inadequate for capturing the different fiber orientations. There have been a multitude of approaches for improved resolution of such complex architectures [15–19].

In relation to stochastic errors in fiber orientation, regardless of whether a simple tensor model or a more advanced high angular resolution diffusion images-style analysis is used, it must be
remembered that diffusion MRI is an inherently noisy technique. As such, the noise in the individual diffusion-weighted images will propagate through the modeling/analysis pipeline to produce uncertainty in estimates of fiber orientation [35]. Thus, when the same individual is scanned and rescanned in exactly the same location and a deterministic tracking algorithm on the two datasets is employed, it is easy to see why the results would differ, as the reconstructed streamline is a summation of noisy estimates of fiber orientation and each tracking analysis would have used a different estimate. Importantly, uncertainty in fiber orientation is not uniformly distributed throughout the brain [35] and, thus, the variability that one obtains with a tracking result will be dependent on where in the brain the tracking occurs.

The majority of tractography algorithms still use a streamline evolution for each individual pathway, following a smooth trajectory through the estimates of fiber orientation. However, the key difference is that, at each point in space, there is now a distribution of estimates of fiber orientation from which to choose the next propagation direction. Thus, in contrast to deterministic tracking algorithms, probabilistic tracking algorithms generate multiple pathways from a given point in space. The end result is a set of multiple pathways (streamlines) passing through the seedpoint. The information contained within this set of streamlines is then conventionally summarized by counting how many times each voxel in the volume of interest (usually the whole brain) is intersected by a streamline, and is usually expressed as a percentage (i.e., number of streamlines passing through the voxel divided by the number of streamlines passing through the initial seedpoint). The first studies of probabilistic fiber tracking was published by Martin Koch and colleagues [36,37]. Interestingly, these works use the phrase ‘anatomical connectivity’ in their titles and they produced a map with varying degrees of ‘connectivity’ between them. This algorithm worked on a Monte Carlo random walk between voxels, with the frequency of jumping in a particular direction being dictated by the projected apparent diffusion coefficient profile in each voxel. A later implementation of probabilistic tractography assumed a heuristic model relating the anisotropy of the tensor to the uncertainty in fiber orientation to produce a ‘probabilistic index of connectivity’ [38]. Since these early papers, there has been a vast array of papers on probabilistic tracking. Many of these differ only in the way in which the uncertainty in fiber orientation is derived and include (in a nonexhaustive list) heuristic models [38], resampling bootstrapping [39], residual bootstrapping [40] and Bayesian methods [41]. Once the uncertainty is derived, the streamlining algorithm is run repeatedly to build up a pattern of possible paths through the data.

**Interpretation**

- **Connection strength or just a tangent to the space curve?**

**Connection strength**

Perhaps owing to the aforementioned focus on studying the brain as a network, researchers in the field have been predisposed to focus on connectivity. As previously discussed, deterministic tracking only gives a binary answer about whether something is connected to something else. With probabilistic tracking, the index varies between zero (none of the seeded streamlines reached the other voxel) to one (all of the seeded streamlines reached the other voxel). Perhaps more than in any other area of diffusion MRI, there have been quantum leaps in the interpretation of this form of quantitative data.

At base level, the most conservative interpretation of this kind of information is that it simply allows confidence to be assigned to the existence of a pathway through the data between two points [39]. In other words, one can infer how likely it is that such a pathway through the data could have arisen by chance alone. More plainly, it demonstrates how reproducible the pathway through the data is. At this stage, it is important to make a clear distinction between precision (the reproducibility of the result) and the accuracy (the difference between the measured and true data). Probabilistic tracking results give an indication of the precision of the tracking result but say nothing about accuracy. However, when viewing a probabilistic tract map, it is incredibly difficult for the observer not to assume that these maps provide the most likely position of the underlying white matter pathway and, therefore, in voxels with high values, to be more confident of accurate localization of the underlying pathway. This is a mistake often made by those inexperienced in the field. To appreciate this, **Figure 3** shows a probabilistic tracking result obtained from a seedpoint placed in the left corticospinal tract in which there is a continuous band of highest voxel values in the map that crosses the pons and continues to ascend the contralateral corticospinal tract. The eye naturally follows this pattern and, without additional guidance, an observer would assume that this represents a continuous connected pathway. Although
this represents the most precise (reproducible) pathway, it is also completely inaccurate with regard to the presence of a true anatomical ‘connection path’ along this route. Any glance at a basic neuroanatomy book will reveal that this is a completely artifactual connection. To reiterate, probabilistic tracking algorithms produce maps of precision and may be highly inaccurate. They are as equally susceptible to systematic errors in the data acquisition and analysis pipeline as deterministic algorithms.

The results in Figure 3 were obtained within a normal healthy brain, but the reader will readily realize that the effect of pathology in disease can confound matters further. In areas of complex fiber architecture, where the diffusion behavior is not adequately characterized by a single prolate (cigar-shaped) tensor, the streamlines in probabilistic tracking algorithms will naturally spread in such locations, following the different possible pathways. For example, if the pathology is such that it selectively disrupts all but one pathway, a single pathway that is well described by a prolate tensor has high anisotropy and presents the only option for the streamlines in the tracking algorithm to follow is left. Consequently, the number of streamlines propagated along this remaining pathway is going to be much higher than when the other options were available. Thus, without due care and attention, this could be interpreted as an increase in connectivity along this remaining pathway. To see an example of this in action, where the integrity of one pathway is compromised by Wallerian degeneration, leading to ‘increased connectivity’ in another, the reader is referred to [42].

In some cases, probabilistic tracking appears to do a good job and the continuous band of highly visited voxels does correspond well to known anatomy. Typically, this is judged by looking at well-known white matter structures (i.e., in the large white matter fasciculi where the anisotropy is high, there may be fewer crossing fibers and the uncertainty in fiber orientation is lower). In such pathways, there is less room for variance in the estimation of fiber orientation and, therefore, accumulated errors in the tract reconstruction – thus, the most precise path will often be accurate.

Such maps are sometimes referred to as ‘likelihood’ maps, which are interpreted as showing the likelihood that the path of continuous voxels reflects the existence of a true anatomical (white matter) pathway. Again, based on Figure 3 we can see the limitations of such an assumption. More frequently, the interpretation/labeling of such maps is ‘connection probability’, which has led to people blurring the boundary between probability of a connection in the data and probability of a white matter pathway forming that connection. From the foregoing discussion, one can already see that this may be a step too far in interpretation.

Finally, the least conservative interpretation, but certainly the most attractive, is that these maps provide an index of ‘connectivity’ and the absolute number indicates ‘connection strength’, with authors taking license to talk about ‘region A being more strongly connected to region B’.

Tangent to the space curve
While such interpretations are indeed attractive and widespread, are they justified and can they be used in the aforementioned concept of connectivity? That is, either a physical attribute reflecting the number of axonal connections between two points or the capacity to carry impulses/information between two points? The answer is clearly no. The only information that goes into the calculation of these maps is an estimate of the tangent to the space curve [32] (e.g., either from an eigenvector from diffusion tensor imaging, or a peak in some other reconstruction from high angular resolution diffusion image style analyses [15–19] and, in the case of probabilistic tractography, the associated uncertainty. A true test of a robust measure of ‘connection strength’ or ‘connectivity’ is that it should not be dependent on the parameters set on the MRI scanner during acquisition. However, the uncertainty in fiber orientation will be affected by the signal-to-noise ratio in the data and the total number of measurements used to estimate the fiber orientation. The lower the signal-to-noise ratio and/or the lower the number of measurements taken, the noisier the estimate of fiber orientation will be and, thus, the lower the ‘connection probability’ between different points will be. By contrast, capturing a real, physical attribute of the tissue would not be sensitive to such variations in data quality/acquisition.

Favoring the shortest, straightest and simplest path
If the space curve (fiber trajectory) is straight, then the tangent is a good approximation to the curve at all points along the path. By contrast, if the path is curved, then the tangent is only indicative of/parallel to the trajectory of the streamline at the infinitesimal point at which the tangent is estimated. At any distance away from this point the estimate of the tangent to the
space curve becomes less accurate. Furthermore, the more curved the path, the more rapidly the error in the path will increase with distance from that estimate. Thus, the accuracy and precision with which a curved path can be followed is lower than that for a straight path. Even for a perfectly straight path, owing to the uncertainty in each estimate of the tangent, there will be accumulated error and, therefore, the longer the path, the harder it will be to precisely and accurately reconstruct. Thus, the length and shape of the tract alone influences tracking accuracy and precision and, therefore, will also influence any index of 'connectivity' derived from probabilistic tractography. Furthermore, if a fiber system branches 'downstream' of the initial seedpoint, the total number of reconstructed streamlines will be divided (evenly or unevenly) along the two branches, thereby reducing the 'index of connectivity' yet again.

To illustrate all these points, consider a synthetic case with a fiber tract configuration of the form given in Figure 4A, in which the properties of the white matter can be considered to be completely uniform (the same number of axons, same diameter distribution, same degree of myelination and same membrane permeability). Thus, all parts of this network will have exactly the same structural 'connectivity' according to both definitions (i.e., in terms of the number of axonal projections at any point, and the microstructural attributes and, therefore, the capacity to convey information). However, as demonstrated in Figure 4B, the number of streamlines reaching the end of the respective branches in the phantom is highly variable. Figure 4C shows the same data presented in the usual manner of mapping the number of voxel intersections. Given that it is difficult to ascertain the number of streamlines reaching the ends of the tracts, a different mapping has been used for Figure 4D, which has had all voxels with a visitation count below 1% excluded.

Several observations are striking. Even at a threshold of 1%, it can be argued that points B and E are not connected to the central hub. In terms of 'connection strength', the five regions can be ranked as D, C, A, B and E. Thus, the algorithm has determined that the two points with the highest 'connectivity' are those points that are connected by the shortest, straightest and simplest path.

To emphasize this concept, consider the long path that runs between the central hub and region C. Consider a point midway between the hub and point C (and call it 'M'), it is clear that M is more strongly connected to the hub than it is to point C, and is more strongly connected to the hub than point C itself. However, these are two points along exactly the same path where the total number of axonal connections, the anisotropy and all other parameters remain constant. How can 'connectivity' vary along the same anatomical pathway? This simple cartoon example speaks volumes about the limits of the technique to quantify anatomical connectivity.

Of course, only the differences in quantitative metrics of connectivity that arise owing to different topologies/path lengths within the same brain have been considered here. Needless to say, in group comparisons, where inter-individual differences in brain dimensions exist – or in patient-control comparisons, where the dimensions of the brain in the patient group may be altered by atrophy, tumors and cysts – interpretation will be even more difficult. A heavily atrophied brain, for example, has shorter distances between nodes than a healthy brain. However, it is possible that the quantitative metric of connectivity could become higher in the atrophied brain than in the healthy brain.

**Fiber count: a measure of connection strength?**

An alternative approach that has been employed in the literature to look for group differences, asymmetries or structure–function correlations is to use the concept of 'fiber count' derived from deterministic tracking. This approach counts the number of streamlines that can be reconstructed between two regions of interest. In many ways, this approach is similar to probabilistic tracking, but rather than determining how reproducibly a path can be reconstructed from a single voxel to another voxel, the 'fiber-count' approach determines how frequently a streamline can be reconstructed from a collection of voxels in one region of interest to a collection of voxels in another. It should now be clear that exactly the same problems that plague probabilistic tractography will be an issue in the fiber count approach, which will also favor the shortest, straightest and simplest paths and, thus, also produce very biased measurements. In the deterministic approach, it is important to consider the reasons why a streamline would not pass between the two regions of interest:

- There is genuinely no anatomical pathway between these regions
- The uncertainty in the estimations of fiber orientation is such that the errors accumulate and drive the streamline off course

---
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- There is genuinely no anatomical pathway between these regions
- The uncertainty in the estimations of fiber orientation is such that the errors accumulate and drive the streamline off course
The streamline propagation is terminated by certain termination criteria.

With regard to the second point, it is important to remember that the uncertainty in fiber orientation depends on anisotropy (in a non-linear fashion [35]). Consequently, a white matter bundle with higher anisotropy will naturally exhibit a higher ‘fiber count’ than a bundle with lower anisotropy – even if the topologies of the two pathways are identical, so the ‘fiber count’ becomes biased. With regard to the third reason, typical termination criteria are usually: to stop tracking when the anisotropy drops below a given threshold and/or to stop tracking when the angle turned between successive

Figure 4. Synthetic data demonstrating that probabilistic tracking algorithms favor the shortest, straightest simplest path†.
The fiber system is shown schematically (A). There are five pathways from the central ‘hub’. Four of the five pathways (those leading to regions A, B, C and E) are of equal length, while the path to region D is half the length of the others. Otherwise, the properties of the tracts can be considered identical at all points. Thus, the anisotropy and mean diffusivity was kept constant. Complex noise was added to the simulated diffusion-weighted signals and the wild bootstrap tracking algorithm [40] used to launch 10,000 trajectories down each of the four arms. (B) The individual streamline trajectories are shown and colored according to how many times they intersect a superimposed grid (see side color bar for scale). (C) The same data are shown as a voxel-wise map. (D) We have changed the color scale so that visitation of 10% or more are all colored the same (brightest color), so that the values in voxels with lower visitation count can be appreciated. Voxels in which the visitation count is below 1% have been excluded from the map.

†Phantom produced according to [50].
steps exceeds a given threshold. Many groups only employ the former criterion and it is easy to see, therefore, that alterations in anisotropy alone can modify the fiber count, even if the associated uncertainty in fiber orientation was kept constant.

It should be noted that attempts have been made to correct the problem of longer tracts having greater accumulated error and, therefore, lower apparent connectivity [43,44]. For example, Tomassini et al. took the summed length of the reconstructed streamlines as a measure of connectivity. While they obtained useful results [44], the correction for tract length is only approximate, and does not differentiate between curved and straight lines that have the same arc length. Such adjustments to connectivity metrics are rarely employed and, to date, existing solutions to the problem are incomplete.

'Spatial extent' of connections

Another approach adopted in the literature to assess differences in connectivity is to consider the spatial extent of the connectivity pattern. One approach has been to consider the number of voxels intersected by streamlines (resulting either from deterministic or probabilistic tracking approaches) and, if this is higher, it is concluded that there is more 'extensive' connectivity in that region. There are several shortcomings in this approach. First, each reconstructed 'streamline' is infinitesimally thin and simply represents the loci of connected points formed by following discrete estimates of fiber orientation. As such, a collection of streamlines has no 'width' perse. The approach usually adopted is to identify which voxels are intersected by a streamline. This mapping instantly assigns a volume (in multiples of voxel volume) to the streamline. The more spread out the streamlines are, the larger the number of voxels and, therefore, the larger the volume occupied by the 'tracts'. The problem here is that uncertainty in fiber orientation scales anisotropy. In regions of low anisotropy, there is a greater uncertainty – and, thus, there will be a greater spread in the streamlines – and a more extensive volume of 'connections'. It is useful to consider two ends of the spectrum; a tracking result in an isotropic medium, such as a pot of water, and in a perfectly anisotropic system, such as a liquid crystal with displacements constrained along one axis only. In the former, there is large uncertainty in fiber orientation, and, thus, the tracking result will spread out rapidly creating a large 'connective' volume. In the latter, a tightly constrained pathway is traced out and, thus, very few voxels would be intersected. Therefore, the spatial extent of a connectivity pattern resulting from tractography (regardless of whether it is deterministic or probabilistic) is a misleading parameter and its use to make inferences on differential patterns of connectivity should be avoided.

Afferents/efferents & the noncommutative nature of tractography

One continued limitation of diffusion MRI is that it cannot currently differentiate between afferent or efferent pathways, since the diffusion of water itself is a symmetrical property. In other words, the probability of a water molecule diffusing a certain distance along a vector +r is exactly the same as the probability of displacing the same distance along vector -r. This is well known, documented and seemingly well understood in the community. What appears to be less well understood is that most fiber tracking algorithms are noncommutative (i.e., when tracking from region A to region B, it cannot be guaranteed that there will be a path back to region A if launching from the 'target voxels' in B). This is because in the majority of tractography algorithms, the path goes from location 1 to location n + 1 to location n + 2 and so on. To reach voxel N + n, the chain of the streamline has X 'knots' in it (including the start point and end point), but the reconstruction only required X – 1 estimates of the tangent to the curve. To complete the reconstruction to position X, the algorithm does not care what the fiber orientation is at that end point. It just needs to reach it. Consequently, when tracking 'backwards' from the end point, unless the fiber is completely straight, the same tracking result will never be obtained (Figure 5).

Again, this speaks volumes about the fact that tractography reveals a path through the data that may not necessarily conform to underlying anatomy.

Where do we go from here?

Not only do we want to establish whether there is a structural remnant of the tissue that is sufficiently ordered to permit a tracking algorithm to assign a tangent to the space curve, but we also need to know whether that tissue is capable of carrying information between the two regions. Therefore, I would like to postulate that not only a measure of the reproducibility of the tangent to the curve and summation of the uncertainty in fiber orientation, but also hard physical attributes of the tract itself are needed.
Imagine that you call an electrician to identify a problem with electrical circuits in your home. He visually inspects the insulated wires and ascertains that the wires follow the continuous paths from room to room, and connect to the appropriate sockets/points. If the electrician does not inspect the integrity of the wiring beneath the plastic coating or the integrity of the connection points, then it is unlikely that he will be able to diagnose the problem fully. Anyone experienced in stringing lights onto a tree for the festive period, only to find that they do not light up when connected to the power socket, will fully appreciate what it is to have a system that is fully connected physically, but lacks the ability to carry ‘information’ along its entire length.

Now consider two tin cans, each with a hole in the bottom and connected by a long piece of string. At all times, there is a very definite (and deterministic) connection between the two tin cans. If the string is taught, then the arrangement can be utilized as a rudimentary telephone and messages passed between the two tin cans. However, if the ‘receiver’ and ‘operator’ walk towards each other, such that the connecting string hangs loose in a parabolic form, the two users are no longer able to communicate with each other – despite the fact that the connectivity, as defined by a ‘streamline’ passing between them, has not changed (nor has the path length). The thing that has changed is the ability of the string to carry acoustical information along its length. We may boost the number of streamlines extensively (add more strings), but still no useful information can be passed along.

These analogies are useful since they demonstrate that having information simply about the orientation of a path (via the tangent to the curve) is insufficient to determine the potential to carry information. One might even paraphrase Crick and Jones’ paper [6] by referring to the “backwardness of connectional anatomy” and saying that the “microstructural attributes” of the white matter must be known in detail. (“To interpret the activity of living human brains, their neuroanatomy must be known in detail. New techniques to do this are urgently needed, since most of the methods now used on monkeys cannot be used on humans”). Certainly, diffusion imaging fiber tracking methods have gone some way towards this end but not far enough. However, there has been promising progression; for example, it has been recently demonstrated that quantitative information about axon diameter distribution can be extracted in vivo [20], and methods for mapping the myelination of white matter are continuing to improve [21–23]. By combining information regarding the physical microstructure of the white matter, and improved biophysical models that relate the capability of a fiber to allow information to pass along it to the microstructure, the assessment of brain connectivity in vivo will continue to improve. I do not see it improving by simply considering the orientational information present in the diffusion signal alone.

**Conclusion**

This article has discussed the motivation for using diffusion MRI as a tool for quantifying connectivity in the brain and suggested different aspects of connectivity that we may wish to target. It then discussed the issues surrounding access to such information and the challenges to be overcome if diffusion MRI is to be used reliably in this context. Some readers might view this article as being a bit pessimistic, especially if it challenges them to reconsider the conclusions of their previous or current work. However, I do not regard it as pessimistic, but realistic, in that it presents many issues that are often ignored/neglected, which might be regarded as very ‘inconvenient truths’. This article serves to redress the balance in some parts of the field concerning the exciting and increasingly ambitious claims made in favor of diffusion MRI.
Part of the issue is the increasing availability of push-button software packages to generate a tract reconstruction from any point in the brain. We have moved from an era, at the transition of the new millennium, where groups were cautiously constructing tracking algorithms – obsessively refining them for use in their own laboratories – to a situation where people who have never studied the physics and limitations of diffusion MRI are now free to click on a voxel and launch fibers. I am sure that there is no intentional denial of the limitations on the part of such users, rather a lack of time to have studied the literature. In friendly discussion, there is often a genuine element of surprise when the limitations, pitfalls and confounds are highlighted. Another part of the issue is the spin put out by the developers of such methods. Results are trumpeted at conferences as the ‘next big thing’ in mapping brain connectivity, only to hear the same groups back-peddle quickly on the limitations of their ‘old’ approach several months later. This is understandable – it is the nature of science and progression – but the back-peddling is not always documented and widely published for all to see. This article is not intended to be a personal attack on particular laboratories. I am certainly no more ‘holier than thou’ and have already confessed to authoring an abstract at the International Society for Magnetic Resonance in Medicine (ISMRM) in 1998 entitled ‘Noninvasive assessment of axonal connectivity’ [45]. So what is the answer? Possibly more education is needed in terms of articles discussing not only the latest and greatest stunning examples of what diffusion MRI can do, but also high profile articles that highlight the limitations [46,47] would be equally important and effective for progressing neuroscience. However, perhaps we need to think beyond diffusion in terms of characterizing connectivity.

**Future perspective**

As previously alluded to, it is my belief and that of several of my European colleagues that form part of the Consortium of Neuroimagers for the Noninvasive Assessment of Brain Connectivity and Tracts (CONNECT) team (funded by the European Commission under Framework Package 7) that integrating other measures of white matter attributes, including measures of axon density, axon caliber and myelination, with the orientational information present in the diffusion signal, is going to be necessary for progress in characterizing white matter connectivity. For example, one might speculate greater efficiency of information transfer between two regions if there are bigger, fatter axons. The AxCaliber framework [20], or variants thereof, can give insights into distributions of axon diameters. Similarly, since conduction velocity increases with myelination, one may expect higher reaction times and/or higher fidelity of synchronization of activity in different brain regions if the pathways connecting them are more myelinated. Techniques based on magnetization transfer (e.g., [21]) or multicomponent relaxometry (e.g., [22,23]) can provide putative markers of myelination that complement the information provided by diffusion MRI. It is early days for these methods, so one can, at this stage, only speculate as to their usefulness in adding to the assessment of brain connectivity. However, there is a caveat that even if we improved the modeling to fully characterize everything regarding the structural aspects of the white matter, we would not fully capture the connectivity between two regions. Just because a connection exists, it will not necessarily always be engaged during a particular process. As discussed by Stephan et al., the functional connectivity of a network is only constrained, but not fully determined by, its anatomical connections [48]. Thus, a comprehensive assessment of brain connectivity in vivo will necessitate a multimodality approach encompassing a range of techniques to combine dynamical measures of brain activity (oscillations and fluctuations) with multivariate assessment of white matter micro- and macro-structure. Combining these emerging multimodal techniques in the coming years will truly advance our understanding of the connectivity of the brain.
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