Assessing clinical efficacy of drugs in cancer patients: are we on the right track?
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The history of the relationship between medicine and statistics in cancer treatment looks like a lucky and happy marriage with some inevitable crises. The happy side of the marriage is that application of statistics and methodology to clinical trials allowed the evolution from anecdotal and narrative to evidence-based medicine. However, more recently, some concerns have arisen about credibility and meaningfulness of the trial findings for actually improving the treatment of cancer patients in standard clinical practice [1–4].

Since the 1970s, the quality of design and analysis of randomized clinical trials (RCTs) has largely improved and more trials were claimed ‘positive’ by the authors, but the relative benefits of the new drugs versus the older ones have remained stable over time [5]. RCTs have become increasingly larger leading to a greater proportion of statistically significant results with only marginal benefit and increasing costs [6]. For example, in RCTs of breast and colorectal cancer treatment, absolute benefits of experimental drugs have decreased over time, or have not changed at all in metastatic disease. On the contrary, costs have increased dramatically, even by 100-fold [7]. Furthermore, small but statistically significant improvements in early end points, such as progression-free survival (PFS), did not often translate into benefits of more clinically meaningful outcomes, such as overall survival (OS) [8]. Therefore, calls for more clinically substantive differences in end points that directly reflect benefit (mainly OS or quality of life) have been made [1,4].

Clinical relevance is more than statistical significance

A side effect of statistical implementation in clinical trials is the undue reliance on statistical significance. A p-value of <0.05 is the Holy Grail to be pursued for asserting that a finding is statistically significant and that a ‘positive’ result is attained. However, the p-value is largely misunderstood. It represents the probability that the observed result (or a more extreme one) occurred by chance given that the null hypothesis (H0, usually the absence of effect) was true. It is not the probability that a null hypothesis is true or false, since it is calculated under the assumption that H0 is true. A small p-value by itself does not always translate into evidence in favor of the alternative hypothesis and gives no information about the magnitude of the change [9], since it results from both sample size and magnitude of effect. p = 0.05 greatly overstates the evidence against the null hypothesis and is, at best, only a promising result [9]. However, p-value remains popular because it does not require alternative hypotheses be defined and very low p-values (e.g., <0.001) are unlikely to mislead [10].

The p-value is strongly affected by the size of the study sample. Demands for trials large enough to provide adequate statistical power (80% or more) have been repeatedly solicited in the past and large trials did what they were asked for – detecting marginal outcomes with statistical validity. As a consequence the rate...
of statistically significant results gradually increased over the last three decades [5], and trivial benefits were reported as impressive improvements of clinical practice [11]. Minimum detectable effects were targeted rather than clinically worthwhile benefits [12], while observed differences even smaller than that anticipated in the protocol might eventually result in statistically significant results and be used for US FDA/EMA registration [4].

What is clinical relevance?
Clearly, it is critical to define which size of benefit can be deemed as clinically worthwhile. It might vary according to the different stakeholders. Pharmaceutical companies might prefer to look for small benefits, with very large trials that increase the chance of statistically significant results; third-payers might prefer trials looking for large improvements, in order to better spend their budget; patients and their doctors might stay in the middle, hoping for large improvements but not rejecting smaller benefits, particularly when therapeutic alternatives do not exist.

To assess the clinical benefit of treatments, greater emphasis should be given to the absolute measures of efficacy (absolute difference, number-needed-to-treat [NNT]) rather than the relative ones (hazard ratio [HR], relative risk reduction), both in designing trials and reporting results. Clearly, it is more impressive to say that the relative risk of death was 15% less in the experimental arm than the control than saying that median survival increased just 5 weeks. In addition, few cancer trialists are acquainted with the NNT, that is the reciprocal of the absolute difference between the control and the experimental arm, and represents the number of patients you expect to treat in order to see one additional success (e.g., using survival estimates at a given time [13]) – the larger the NNT, the less appealing the drug. Which absolute benefits are worthwhile largely depend on the prognosis of the study patients: a 3-month increase for patients with advanced metastatic solid tumors [4], with a median survival of 6 months in the control group, leads to a HR of 0.67, while a 6-month increase from a median survival of 3 years corresponds to a HR of 0.86.

Still to be considered is that therapies with only marginal benefits can be rather harmful because the majority of patients have no benefit while most of them suffer side-effects [6]. Presenting results as a risk–benefit profile might be useful; for example, using measures like the NNT:NNH ratio, where NNH is the number-needed-to-harm, that is the number of patients you would have to treat in order to see one additional adverse effect. The smaller the NNH, the higher the number of extra side-effects with the new therapy. For example, NNT:NNH equal to two would indicate that you need to treat twice the number of subjects to have an additional success, rather than to have an additional side effect (or, reciprocally, you would expect two additional side-effects for every additional efficacy success).

Surrogate end points
Another issue that is overly critical in clinical trials with patients affected by metastatic cancer is the use of surrogate end points. The reasonable aim of treatment of metastatic cancer is to improve the length of, or the quality of, survival. However, many recent drugs have been registered without OS as the primary end point [14]. As for quality of life, it is seldom used as the primary end point and interpretation of results may be further complicated by methodological problems (e.g., missing data are usually informative since patients with deteriorated clinical conditions are more likely to miss questionnaires rather than those who are in a state of well-being).

“...it is critical to define which size of benefit can be deemed as clinically worthwhile.”

Surrogate end points are frequently used upon the assumption that they should be able to replace survival, the clinically relevant end point, and to speed up the approval process. However, it is not possible to determine which proportion of the effect on survival is accounted for by the effect on a surrogate end point, and often the observed effects on PFS or TTP translate into smaller, if any, effects on survival. In addition, proper statistical validation of a candidate surrogate end point is a difficult task and needs to turn to meta-analyses of RCTs where both end points have been assessed [15]; thus, confirmations of true surrogacy in cancer are scarce.

Demonstration of true surrogacy is contextual and treatment specific. This means that we cannot automatically extrapolate to metastatic disease, a conclusion that was derived in trials of adjuvant treatment (or vice versa) and that we cannot apply to a new class of drugs what was demonstrated with another one. The latter statement is particularly relevant here. Indeed, while some demonstration of surrogacy for PFS or TTP was produced with chemotherapeutic agents, such end points have been commonly used in registrative trials of target-based agents, that is, a new generation of drugs considered highly innovative and profoundly different from old chemotherapy. Consequently, the use of surrogate end points for new drugs is decidedly not validated and we might expect that advantages seen in PFS will not necessarily translate into survival gain.

A critical example is bevacizumab that was registered
by the US FDA to be used in metastatic breast cancer combined with paclitaxel, thanks to a doubled PFS. Later, it became clear that the outstanding improvement in PFS did not translate into a survival gain and, recently, the FDA has withdrawn the authorization in light of a little but significant incidence of fatal adverse events [16,101]. Furthermore, (presumed) surrogate measures, such as PFS or TTP, are available only at certain times and are estimated with error, while survival is a continuous outcome, that is assessed without error.

In a metastatic cancer with a very dismal prognosis, another problem arises; PFS can be sensitive to detect very small benefits thanks to the application of highly intensive restaging procedures. For example, 4–5 week benefits in median PFS were targeted in two recent studies on trastuzumab beyond progression [12,17]. However, such a small advantage can only be demonstrated if radiological progression is detected through a monthly restaging, and will inevitably be obscured in clinical practice, where less frequent radiological restaging is performed and more emphasis is given to clinical assessment of treatment outcome.

Unfortunately, pharmaceutical companies driving registrative trials prefer the use of PFS (sometimes even changing the end point while the trial is ongoing [8]).

Shifting to confidence intervals

Knowledge is improved by shifting from testing to estimation, that is, from p-values to confidence intervals (CIs). CIs identify a range of plausible values of the true effect compatible with the observed result. A 95% CI is not a range of values within which the unknown true value lies with 95% probability (i.e., it does not have a 95% probability of including the unknown parameter); rather we set a priori a 95% probability that our final CI will contain the parameter value (i.e., the true effect we are looking for).

Unfortunately, the 95% rule (i.e., the complement of the familiar 5% significance level) has encouraged the mechanistic and reductive interpretation of CIs only in terms of statistical significance. If the CI contains the no effect value (e.g., HR = 1), then the observed difference is statistically significant, irrespective of any clinical interpretation of the observed change.

With CIs, we quantify our uncertainty. Drawing conclusions from the observed treatment effect is inadequate because of the uncertainty inherently associated to our estimate. The estimates least influenced by the play of chance, that is more statistically stable results, are not those with low p-values, but those with narrow CIs.

As a simple solution, entirely within the framework of the usual frequentist approach, we propose to define a clinically worthwhile threshold and to accept a new drug as clinically useful only if the upper limit of the CI is below that threshold. If it is not, the drug may still be useful, but the effect should be better ascertained with further research, and would be included in the ‘limbo level’ proposed by Sobrero and Bruzzi [1]. Thus, clinical needs would be integrated in the study conclusions.

Our proposal mimics, for superiority studies, what already happens for noninferiority studies, where a noninferiority margin is defined as the smallest value that would represent a clinically important effect [18]. In noninferiority trials, the CI approach is preferred in design, analysis and reporting as it is more informative and the same should be true for superiority trials.

Of course, alternative limits should be used. If in noninferiority studies it is common to set HRs of 1.2 or 1.25 as upper limits of CIs, their reciprocals (0.83 or 0.8) could be used in superiority studies. It might be noted that with these limits, many of the trials recently used for registration of new target-based anticancer drugs would not be fully convincing [1]. The predefined superiority margin would be a matter of clinical judgment [1,4], as it is for noninferiority studies. What we claim is that the clinically worthwhile effect should definitely be the same.

Conclusion

In conclusion, some simple suggestions seem appropriate in order to be smarter about oncology clinical trials [19]:

- Trials should look for substantial effects on important clinical end points and not for marginal effects on surrogate outcomes;
- More concern should be given to safety and longer follow-up time, particularly with drugs candidated for long-term use (i.e., many recent target-based drugs);
- Identifying patients who would most benefit (or be harmed) by treatment should be pursued by early validation of reliable biomarkers;
- CIs should be given more reliance than significance testing when assessing the clinical evidence of benefit;
- Results should be reported in a clearer fashion, not encouraging (even inadvertently) overly optimistic interpretations.
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